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#### Abstract

In this paper, we present a hybrid model based on total generalized variation (TGV) and shearlet with non-quadratic fidelity data terms for blurred images corrupted by impulsive and Poisson noises. Numerical experiments demonstrate that the proposed can reduce the staircase effect while preserving edges and outperform classical TV-based models in the peak signal-to-noise ratio (PSNR).
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## 1 Introduction

Image restoration is an inverse problem where the objective is to recover a sharp image from a blurry and noisy observation. Mathematically, a linear shiftinvariant imaging of the system is modeled as

$$
\begin{equation*}
b=A u+c, \tag{1}
\end{equation*}
$$

where $b$ is the observed image, $u$ is the unknown image, matrix $A$ is a linear transformation representing convolution operation and $c$ is the noise. The goal of image restoration is to $u$ recover from $b$.

The structured matrix $A$ has many singular values of different orders of magnitude close to the origin. In particular, $A$ is severely ill-conditioned and may be singular. This makes the solution of (1) be very sensitive to the noise $c$ in the right-hand side $b$. In general, a regularization method can be employed to compute the approximate solutions that are less sensitive to noise than the naive solution. Probably one of the most popular regularization methods is Tikhonov regularization, [1], which replaces (1) by the minimization problem

$$
\begin{equation*}
\min _{u}\left\{\|A u-b\|_{2}^{2}+\alpha\|u\|_{2}^{2}\right\} \tag{2}
\end{equation*}
$$

where $\|\cdot\|_{2}$ denotes the Euclidean norm and $\alpha$ is the regularization parameter that controls the balance between the two terms for minimization.

In fact, Tikhonov regularization estimate is similar to low pass filtering, therefore, it produces a smoothing effect on the restored image, i.e., it penalizes edges, which is not a good approximation of the original image if it contains edges. To overcome this shortcoming, [2], proposed a total variation (TV) based regularization technique, which preserved the edge information in the restored image. In the case of TV
regularization, the estimated solution is obtained by minimizing the objective function (the ROF model)

$$
\begin{equation*}
\min _{u}\left\{\|A u-b\|_{2}^{2}+\alpha\|u\|_{T V}\right\}, \tag{3}
\end{equation*}
$$

and, [3], studied $l_{1}-\mathrm{TV}$ denoising model:

$$
\begin{equation*}
\min _{u}\left\{\alpha\|A u-b\|_{1}+\|u\|_{T V}\right\}, \tag{4}
\end{equation*}
$$

where $\|\cdot\|_{1}=\sum_{i}\left|x_{i}\right|$ and $\|u\|_{T V}$ is the discrete TV regularization term. Several efforts have been made to improve the TV output, [4], [5], [6], [7], [8], [9].

## 2 Second order TGV (TGV ${ }^{2}$ ) and algorithm

Since optimization solution with total variational filter is very effective for preserving sharp edges, corners and other fine details of an image. However, it also has some disadvantages, most notably the socalled staircase effect, which is the unwanted occurrence of edges.

Recently, [10], developed the total generalized variation (TGV) regularizer, which is assumed to be the generalization of the total variational filter. Total generalized variation consists and balances higherorder derivatives of $u$. We are introducing some properties of the second order TGV which is given by

$$
\begin{gather*}
\operatorname{TGV}_{\alpha}^{2}(u)=\sup \left\{\int_{\Omega} u \operatorname{div}^{2} v d x \mid v \in \mathcal{C}_{c}^{2}\left(\Omega, \mathcal{S}^{2 \times 2}\right),\right. \\
\left.\|v\|_{\infty} \leq \alpha_{0},\|\operatorname{div} v\|_{\infty} \leq \alpha_{1}\right\}, \tag{5}
\end{gather*}
$$

where $S^{2 \times 2}$ is the set of all symmetric matrices and $\mathcal{C}_{c}^{2}\left(\Omega, S^{2 \times 2}\right)$ denotes the space of compactly supported. The divergences $\operatorname{div} v \in \mathcal{C}_{c}^{2}\left(\Omega, \mathbb{R}^{2}\right)$ and
$\operatorname{div}^{2} v \in \mathcal{C}_{c}^{2}(\Omega, \mathbb{R})$ are defined by

$$
(\operatorname{div} v)_{i}=\sum_{j=1}^{2} \frac{\partial v_{i j}}{\partial x_{j}} \quad \text { and } \quad \operatorname{div}^{2} v=\sum_{i, j=1}^{2} \frac{\partial^{2} v_{i j}}{\partial x_{i} \partial x_{j}}
$$

In order to simplify the computation, we give the discretization of $T G V_{\alpha}^{2}$. Firstly, we denote $\mathcal{U}=$ $\mathcal{C}_{c}^{2}(\Omega, \mathbb{R}), \mathcal{V}=\mathcal{C}_{c}^{2}\left(\Omega, \mathbb{R}^{2}\right)$ and $\mathcal{W}=\mathcal{C}_{c}^{2}\left(\Omega, S^{2 \times 2}\right)$. According to [27], [29], the discretized $T G V_{\alpha}^{2}$ is approximatively rewritten as the following minimization:

$$
\begin{equation*}
T G V_{\alpha}^{2}(u)=\min _{w \in \mathcal{V}} \alpha_{1}\|D u-w\|_{1}+\alpha_{0}\|\xi(w)\|_{1} \tag{6}
\end{equation*}
$$

where $\xi(w)=\frac{1}{2}\left(D w+(D w)^{T}\right), D=\left(D_{1}, D_{2}\right), D_{1}$ and $D_{2}$ represent two first-order forward finite difference operators along the horizontal and vertical directions, respectively. Here, the operations $D: \mathcal{U} \rightarrow \mathcal{V}$ and $\xi: \mathcal{V} \rightarrow \mathcal{W}$ are written as

$$
D u=\binom{D_{1}}{D_{2}} \quad \text { and }
$$

$\xi(w)=\left(\begin{array}{cc}D_{1} w_{1} & \frac{1}{2}\left(D_{2} w_{1}+D_{1} w_{2}\right) \\ \frac{1}{2}\left(D_{2} w_{1}+D_{1} w_{2}\right) & D_{2} w_{2}\end{array}\right)$.

## 3 Shearlet Transform

The shearlet transformis a very effective tool for tackling the piecewise smooth images containing corners, edges and spikes etc. The shearlets transform can completely approximate the piecewise smooth images' singular structures. Such property of shearlets is suitable particularly in image processing task since irregular structures and singularities carry important details in an observed image. We can propose our high order deblurring model for impulsive noise which is denoted by

$$
\begin{equation*}
\min _{u} \mu\|A u-b\|_{1}+\lambda \sum_{j=1}^{N}\left\|\mathcal{S} \mathcal{H}_{j}(u)\right\|_{1}+T G V_{\alpha}^{2}(u) \tag{7}
\end{equation*}
$$

where $\mathcal{S} \mathcal{H}_{j}(u)$ is the $j$ th subband of the shearlet transform of $u$. For numerical computation, we adopt the fast finite shearlet transform (FFST), [11], in which the construction is based on the Meyer scaling and wavelet functions. Moreover, all the band wise discrete shearlet transforms can be computed fastly using the fast Fourier transform(FFT) and the discrete inverse Fourier transform(IFT). For notational simplicity, we use $\mathcal{S} \mathcal{H}_{j}(M A T(u))$ to interchangeably represent the continuous and the discrete shearlet transform of continuous and discrete $u$, respectively. Let $H_{1}$ be the FFT of the discrete 2D scaling function,
and $\mathcal{H}_{j}(j \geq 2)$ be those of the discrete shearlets. Let $V E C: \mathcal{C}^{k \times k} \rightarrow \mathcal{C}^{k^{2}}$ and $M A T: \mathcal{C}^{k \times k} \rightarrow \mathcal{C}^{k^{2}}$ be the vectorizing and the matricizing operators. Then we have

$$
\begin{aligned}
\mathcal{S} \mathcal{H}_{j}(M A T(u)) & =F^{-1}\left(\mathcal{H}_{j} * F(M A T(u))\right) \\
& =F^{-1}\left(\mathcal{H}_{j}\right) * \operatorname{MAT}(u)
\end{aligned}
$$

where $*$ and.$*$ denote convolution and componentwise multiplication. The above equation in vector form is given by

$$
\begin{aligned}
\mathcal{S} \mathcal{H}_{j}(u) & =V E C\left(\mathcal{S} \mathcal{H}_{j}(u)\right) \\
& =F^{*} \operatorname{diag}\left(V E C\left(\mathcal{H}_{j}\right)\right) F u=M_{\mathcal{H}_{j}} u
\end{aligned}
$$

where $M_{\mathcal{H}_{j}}=F^{*} \operatorname{diag}\left(V E C\left(\mathcal{H}_{j}\right)\right) F$, and diag is defined as

$$
\operatorname{diag}: \mathcal{C}^{N} \rightarrow \mathcal{C}^{N \times N} \quad \text { and } \quad \operatorname{diag}(u)_{i j}=u_{i} \delta_{i j}
$$

where $\delta_{i j}=0$ if $i \neq j$ and $\delta_{i i}=1$.
We begin with a short review of ADMM, which solves the model in the form of

$$
\begin{equation*}
\min _{s, t}\{f(s)+g(t)\} \quad \text { subject to } \quad A s+B t=d \tag{8}
\end{equation*}
$$

The Lagrangian is $\mathcal{L}(s, t, r)=f(s)+g(t)+\frac{\beta}{2} \| A s+$ $B t-d-r \|_{2}^{2}$, where $r$ is the scaled Lagrange multiplier and $\beta$ is a positive parameter. The ADMM algorithm, [12], [13], starts from $t^{0}=0$ and $r^{0}=0$ and iterates

$$
\left\{\begin{array}{l}
s^{k+1}=\underset{s}{\arg \min } \mathcal{L}\left(s, t^{k}, r^{k}\right)  \tag{9}\\
t^{k+1}=\underset{t}{\arg \min } \mathcal{L}\left(s^{k+1}, t, r^{k}\right) \\
r^{k+1}=r^{k}+\beta\left(d-\left(A s^{k+1}+B t^{k+1}\right)\right)
\end{array}\right.
$$

We introduce one auxiliary variable and one quadratic penalty term for each $l_{1}$ term. More specifically, we introduce auxiliary variables $x_{j}(j=1, \ldots, N)$,

$$
y=\left[\begin{array}{l}
y_{1} \\
y_{2}
\end{array}\right] \in \mathcal{V} \quad \text { and } \quad z=\left[\begin{array}{ll}
z_{1} & z_{3} \\
z_{3} & z_{2}
\end{array}\right] \in \mathcal{W}
$$

such that (7) is equivalent to

$$
\begin{gather*}
\min _{u, w, x_{i}, y, z} \mu\|p\|_{1}+\lambda \sum_{j=1}^{N}\left\|x_{i}\right\|_{1}+\alpha_{1}\|y\|_{1}+\alpha_{0}\|z\|_{1} \\
\text { subject to } \quad p=A u-b, x_{j}=\mathcal{S} \mathcal{H}_{j}(u) \\
y=D u-w, z=\xi(w) \tag{10}
\end{gather*}
$$

After applying the ADMM, we arrive at the following algorithm:

$$
\left\{\begin{aligned}
& p^{k+1}= \underset{p}{\arg \min }\|p\|_{1}+\frac{\beta_{0}}{2}\left\|p-\left(A u^{k}-b\right)-\tilde{p}^{k}\right\|_{2}^{2} \\
& x_{j}^{k+1}= \underset{x_{j}}{\arg \min }\left\|x_{j}\right\|_{1}+\frac{\beta_{1}}{2}\left\|x_{j}-\mathcal{S} \mathcal{H}_{j}\left(u^{k}\right)-\tilde{x}_{j}^{k}\right\|_{2}^{2} \\
& y^{k+1}= \underset{y}{\arg \min }\|y\|_{1}+\frac{\beta_{2}}{2}\left\|y-\left(D u^{k}-w^{k}\right)-\tilde{y}^{k}\right\|_{2}^{2} \\
& z^{k+1}= \underset{z}{\arg \min }\|z\|_{1}+\frac{\beta_{3}}{2}\left\|z-\xi\left(w^{k}\right)-\tilde{z}^{k}\right\|_{2}^{2} \\
&\left(u^{k+1}, w^{k+1}\right) \\
&= \underset{u}{\arg \min } \frac{\mu \beta_{0}}{2}\left\|p^{k+1}-(A u-b)-\tilde{p}^{k}\right\|_{2}^{2} \\
&+\frac{\lambda \beta_{1}}{2}\left\|x_{j}^{k+1}-\mathcal{S \mathcal { H }} j_{j}(u)-\tilde{x}_{j}^{k}\right\|_{2}^{2} \\
&+\frac{\alpha_{1} \beta_{2}}{2}\left\|y^{k+1}-(D u-w)-\tilde{y}^{k}\right\|_{2}^{2} \\
&+\frac{\alpha_{0} \beta_{3}}{2}\left\|z^{k+1}-\xi(w)-\tilde{z}^{k}\right\|_{2}^{2} \\
& \tilde{p}^{k+1}= \tilde{p}^{k}+\beta\left(\left(A u^{k}-b\right)-p^{k+1}\right) \\
& \tilde{x}_{j}^{k+1}= \tilde{x}_{j}^{k}+\beta\left(\mathcal{S H} \mathcal{H}_{j}\left(u^{k}\right)-x_{j}^{k+1}\right) \\
& \tilde{y}^{k+1}= \tilde{y}^{k}+\beta\left(D u^{k}-w^{k}-y^{k+1}\right) \\
& \tilde{z}^{k+1}= \tilde{z}^{k}+\beta\left(\xi\left(w^{k}\right)-z^{k+1}\right)
\end{aligned}\right.
$$

The first four sub-problems are solved by shrinkage explicitly. The $p$-subproblem and $x$-subproblem can be solved by
$p^{k+1}=\operatorname{shrink}_{1}\left(A u^{k}-b+\tilde{p}^{k}, \frac{1}{\beta_{0}}\right)$,
$x_{j}^{k+1}=\operatorname{shrink}_{1}\left(\mathcal{S} \mathcal{H}_{j}\left(u^{k}\right)+\tilde{x}^{k}, \frac{1}{\beta_{1}}\right), \quad j=1, \ldots, N$,
where $\operatorname{shrink}_{1}(v, \lambda)=\operatorname{sgn}(v) . * \max (|v|-\lambda, 0)$.
Since the $y$-subproblem is componentwise separable, the solution to the $y$-subproblem reads as

$$
\begin{equation*}
y^{k+1}(l)=\operatorname{shrink}_{2}\left(D u^{k}(l)-w^{k}(l)+\tilde{y}^{k}, \frac{1}{\beta_{2}}\right), \quad l \in \Omega \tag{13}
\end{equation*}
$$

where the component of $y^{(k+1)}(l)$ located at $l \in \Omega$ is denoted by $y^{(k+1)}(l) \in \mathbb{R}^{2}$, and the shrinkage operator shrink $_{2}$ can be formulated as follows

$$
\operatorname{shrink}_{2}(a, \rho)= \begin{cases}0, & \text { if } \quad a=\mathbf{0}  \tag{14}\\ \left(\|a\|_{2}-\rho\right) \frac{a}{\|a\|_{2}}, & \text { if } \quad a \neq \mathbf{0}\end{cases}
$$

Similarly, solution for the $z$-subproblem is formulated

$$
\begin{equation*}
z^{k+1}(l)=\operatorname{shrink}_{F}\left(\xi\left(w^{k}\right)(l)+\tilde{z}^{k}, \frac{1}{\beta_{3}}\right), \quad l \in \Omega \tag{15}
\end{equation*}
$$

where $z^{k+1}(l) \in \mathcal{S}^{2 \times 2}$ is the component of $z^{k+1}$ corresponding to the pixel $l \in \Omega$ and

$$
\operatorname{shrink}_{F}(f, \rho)= \begin{cases}0, & \text { if } f=\mathbf{0}  \tag{16}\\ \left(\|f\|_{F}-\rho\right) \frac{a}{\|f\|_{F}}, & \text { if } f \neq \mathbf{0}\end{cases}
$$

where $\mathbf{0}$ is a square null matrix and the Frobenius norm of a matrix is denoted by $\|\cdot\|_{F}$.

To solve the $(u, w)$-subproblem, we obtain the first-order necessary conditions for optimality as follows:

$$
\left\{\begin{array}{l}
\mu \beta_{0} A^{*}\left(A u-b-p^{k+1}+\tilde{p}^{k}\right) \\
+\lambda \beta_{1} \sum_{j=1}^{N} M_{\mathcal{H}_{j}}^{*}\left(M_{\mathcal{H}_{j}} u-x_{j}^{k+1}+\tilde{x}_{j}^{k}\right) \\
+\alpha_{1} \beta_{2} \sum_{j=1}^{2} D_{j}^{T}\left(D_{j} u-w_{j}-y_{j}^{k+1}+\tilde{y}_{j}^{k}\right)=0 \\
\alpha_{1} \beta_{2}\left(w_{1}-D_{1} u+y_{1}^{k+1}-\tilde{y}_{1}^{k}\right) \\
\quad+\alpha_{0} \beta_{3}\left(D_{1}^{T}\left(D_{1} w_{1}-z_{1}^{k+1}+\tilde{z}_{1}^{k}\right)\right. \\
\quad+\frac{1}{2} D_{2}^{T}\left(D_{2} w_{2}+D_{1} w_{2}-2 z_{3}^{k+1}+2 \tilde{z}_{3}^{k}\right)=0 \\
\alpha_{1} \beta_{2}\left(w_{2}-D_{2} u+y_{2}^{k+1}-\tilde{y}_{2}^{k}\right) \\
+\alpha_{0} \beta_{3}\left(D_{2}^{T}\left(D_{2} w_{2}-z_{2}^{k+1}+\tilde{z}_{2}^{k}\right)\right.  \tag{17}\\
+\frac{1}{2} D_{1}^{T}\left(D_{1} w_{2}+D_{2} w_{1}-2 z_{3}^{k+1}+2 \tilde{z}_{3}^{k}\right)=0 .
\end{array}\right.
$$

After grouping the like terms in (17), we obtain the following linear system

$$
\left[\begin{array}{ccc}
b_{1} & b_{4}^{T} & b_{5}^{T} \\
b_{4} & b_{2} & b_{6}^{T} \\
b_{5} & b_{6} & b_{3}
\end{array}\right]\left[\begin{array}{c}
u \\
w_{1} \\
w_{2}
\end{array}\right]=\left[\begin{array}{c}
K_{1} \\
K_{2} \\
K_{3}
\end{array}\right],
$$

where the block matrices are defined as

$$
\left\{\begin{align*}
b_{1}= & \mu \beta_{0} A^{*} A+\mu \beta_{1} \sum_{j=1}^{N} M_{\mathcal{H}_{j}}^{*} M_{\mathcal{H}_{j}} \\
& +\alpha_{1} \beta_{2} \sum_{j=1}^{2} D_{j}^{T} D_{j} \\
b_{2}= & \alpha_{1} \beta_{2} I+\alpha_{0} \beta_{3} D_{1}^{T} D_{1}+\frac{1}{2} D_{2}^{T} D_{2}  \tag{18}\\
b_{3}= & \alpha_{1} \beta_{2} I+\alpha_{0} \beta_{3} D_{2}^{T} D_{2}+\frac{1}{2} D_{1}^{T} D_{1} \\
b_{4}= & -\alpha_{1} \beta_{2} D_{1} \\
b_{5}= & -\alpha_{1} \beta_{2} D_{2} \\
b_{6}= & \frac{1}{2} D_{1}^{T} D_{2}
\end{align*}\right.
$$

and

$$
\left\{\begin{align*}
K_{1}= & \mu \beta_{0} A^{*}\left(b+p^{k+1}-\tilde{p}^{k}\right)  \tag{19}\\
& +\mu \beta_{1} \sum_{j=1}^{N} M_{\mathcal{H}_{j}}^{*}\left(x_{j}^{k+1}-\tilde{x}_{j}^{k}\right) \\
& +\alpha_{1} \beta_{2} \sum_{j=1}^{2} D_{j}^{T}\left(y_{j}^{k+1}-\tilde{y}_{j}^{k}\right) \\
K_{2}= & \alpha_{1} \beta_{2}\left(\tilde{y}_{1}^{k}-y_{1}^{k+1}\right)+\alpha_{0} \beta_{3} D_{1}^{T}\left(z_{1}^{k+1}-\tilde{z}_{1}^{k}\right) \\
& +\frac{1}{2} \alpha_{0} \beta_{3} D_{2}^{T}\left(2 z_{3}^{k+1}-2 \tilde{z}_{3}^{k}\right) \\
K_{3}= & \alpha_{1} \beta_{2}\left(\tilde{y}_{2}^{k}-y_{2}^{k+1}\right)+\alpha_{0} \beta_{3} D_{2}^{T}\left(z_{2}^{k+1}-\tilde{z}_{2}^{k}\right) \\
& +\frac{1}{2} \alpha_{0} \beta_{3} D_{1}^{T}\left(2 z_{3}^{k+1}-2 \tilde{z}_{3}^{k}\right)
\end{align*}\right.
$$

Next we multiply a preconditioner matrix from the left to the linear system such that the coefficient matrix is blockwise diagonal

$$
\begin{aligned}
& {\left[\begin{array}{ccc}
F & 0 & 0 \\
0 & F & 0 \\
0 & 0 & F
\end{array}\right]\left[\begin{array}{lll}
b_{1} & b_{4}^{T} & b_{5}^{T} \\
b_{4} & b_{2} & b_{6}^{T} \\
b_{5} & b_{6} & b_{3}
\end{array}\right]\left[\begin{array}{ccc}
F & 0 & 0 \\
0 & F & 0 \\
0 & 0 & F
\end{array}\right]^{*}\left[\begin{array}{c}
F u \\
F w_{1} \\
F w_{2}
\end{array}\right]} \\
& =\left[\begin{array}{ccc}
F & 0 & 0 \\
0 & F & 0 \\
0 & 0 & F
\end{array}\right]\left[\begin{array}{l}
K_{1} \\
K_{2} \\
K_{3}
\end{array}\right] .
\end{aligned}
$$

This operation can also be equivalently performed by multiplying each equation in (18) from the left with $F$. By denoting ) $\tilde{b}_{j}=\operatorname{diag}\left(F b_{j} F^{*}\right)$ and $\widetilde{b_{j}^{T}}=$ $\operatorname{diag}\left(F b_{j}^{T} F^{*}\right)=\operatorname{conj}\left(\operatorname{diag}\left(F b_{j} F^{*}\right)\right)$, we have

$$
\left\{\begin{array}{l}
\widetilde{b_{1}} \cdot *(F u)+\widetilde{b_{4}^{T}} \cdot *\left(F w_{1}\right)+\widetilde{b_{5}^{T}} \cdot *\left(F w_{2}\right)=F K_{1}  \tag{20}\\
\widetilde{b_{4}} \cdot *(F u)+\widetilde{b_{2}^{T}} \cdot *\left(F w_{1}\right)+\widetilde{b_{6}^{T}} \cdot *\left(F w_{2}\right)=F K_{2} \\
\widetilde{b_{5}} \cdot *(F u)+\widetilde{b_{6}^{T}} \cdot *\left(F w_{1}\right)+\widetilde{b_{3}^{T}} \cdot *\left(F w_{2}\right)=F K_{3}
\end{array}\right.
$$

Similarly to the scalar case, $F u, F w_{1}$, and $F w_{2}$ can be obtained by applying Cramer's rule. Hence $u, w_{1}$, and $w_{2}$ have the following closed forms

$$
\left\{\begin{array}{c}
u=F^{*}\left(\left|\begin{array}{lll}
F K_{1} & \widetilde{b_{4}^{T}} & \widetilde{b_{4}^{T}} \\
F K_{2} & \widetilde{b_{2}^{T}} & \widetilde{b_{6}^{T}} \\
F K_{3} & \widetilde{b_{6}^{T}} & \widetilde{b_{3}^{T}}
\end{array}\right| \cdot / /\left|\begin{array}{lll}
\widetilde{b_{1}} & \widetilde{b_{4}^{T}} & \widetilde{b_{5}^{T}} \\
\widetilde{b_{4}} & \widetilde{b_{2}} & \widetilde{b_{6}^{T}} \\
\widetilde{b_{5}} & \widetilde{b_{6}} & \widetilde{b_{3}}
\end{array}\right|\right.
\end{array}\right),
$$

where the division is componentwise. Here $|\cdot|_{*}$ is defined to be

$$
\begin{aligned}
\left|\begin{array}{lll}
b_{11} & b_{12} & b_{13} \\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right|_{*}= & b_{11} \cdot * b_{22} \cdot * b_{33}+b_{12} \cdot * b_{23} \cdot * b_{31} \\
& +b_{13} * b_{21} \cdot * b_{32}-b_{13} \cdot * b_{22} \cdot * b_{31} \\
& -b_{12} * b_{21} \cdot * b_{33}-b_{11} \cdot * b_{32} \cdot * b_{23},
\end{aligned}
$$

where.$*$ is componentwise multiplication and $b_{i j} \in \mathbb{R}^{n}$.

In conclusion, summing up the statements above, this yields the resulting alternating minimization method generalized in Algorithm 1.

## Algorithm $1 \mathrm{TGV}^{2}$-ADMM.

Input: $A$ - linear transformation representing convolution operation. $b$ - observed image.
Choose: $\alpha_{0}, \alpha_{1}, \lambda, \mu, \beta_{j}(j=0,1,2,3)$.
Initialize: $u^{0}, p^{0}, \tilde{p}^{0}, w_{j}^{0}, y_{j}^{0}, \tilde{y}_{j}^{0}(j=1,2), z_{j}(j=$ $1,2,3)$,

$$
x_{j}^{0}, \tilde{x}_{j}^{0}(j=1, \ldots, N) .
$$

For $k=0,1,2, \ldots$, do the following computations
$p^{k+1}$ is determined by (12)
$x^{k+1}$ is determined by (12)
$y^{k+1}$ is determined by (13)
$y^{k+1}$ is determined by (15)
$u^{k+1}, w_{1}^{k+1}, w_{2}^{k+1}$ are determined by (21)
$\tilde{p}_{j}^{k+1}=\tilde{p}_{j}^{k}+\beta\left(\left(A u^{k}-b\right)-p_{j}^{k+1}\right)$,
$\tilde{x}_{j}^{k+1}=\tilde{x}_{j}^{k}+\beta\left(\mathcal{S} \mathcal{H}_{j}\left(u^{k}\right)-x_{j}^{k+1}\right)$,
$\tilde{y}_{j}^{k+1}=\tilde{y}_{j}^{k}+\beta\left(D_{j} u^{k}-w_{j}^{k}-y_{j}^{k+1}\right), j=1,2$.
$\tilde{z}_{j}^{k+1}=\tilde{z}_{j}^{k}+\beta\left(\xi\left(w^{k}\right)_{j}-z_{j}^{k+1}\right), j=1,2,3$.
If the halting criteria are satisfied, it returns $u^{k+1}$ and stops.

## 4 Convergence analysis

The convergence follows directly from that of the classic ADMM because the problem is convex and the variables $p, x, y, z, u, w$ can be grouped into two blocks $\{p, x, y, z\}$ and $\{u, w\}$. For fixed values of $\{u, w\}$, the updates of $p, x, y, z$ are independent of one another. Because of this, the above iteration is a direct application of ADMM.

Theorem 4.1. For $\beta_{0}, \beta_{1}, \beta_{2}, \beta_{3}>0$ and $\beta \in$ $\left(0, \frac{1+\sqrt{5}}{2}\right)$, then $A D M M$ (11) converges.

Proof. By letting $s=(p, x, y, z), t=(u, w), r=$ $\left(\sqrt{\frac{\mu \beta_{0}}{\beta}} \tilde{p}, \sqrt{\frac{\lambda \beta_{1}}{\beta}} \tilde{x} j, \sqrt{\frac{\alpha_{1} \beta_{2}}{\beta}} \tilde{y}, \sqrt{\frac{\alpha_{0} \beta_{3}}{\beta}} \tilde{z}\right)$ in (8), and the Lagrangian function be of the form

$$
\begin{aligned}
\mathcal{L} & (p, x, y, z, u, w, \tilde{p}, \tilde{x}, \tilde{y}, \tilde{z}) \\
= & \mu\|p\|_{1}+\lambda \sum_{j=1}^{N}\left\|x_{j}\right\|_{1}+\alpha_{1}\|y\|_{1}+\alpha_{0}\|z\|_{1} \\
& +\frac{\beta}{2}\left[\left\|\sqrt{\frac{\lambda \beta_{0}}{\beta}}(p-(A u-b))-\sqrt{\frac{\lambda \beta_{0}}{\beta}} \tilde{p}\right\|_{2}^{2}\right. \\
& +\left\|\sqrt{\frac{\lambda \beta_{1}}{\beta}}\left(x_{j}-\mathcal{S} \mathcal{H}_{j}(u)\right)-\sqrt{\frac{\lambda \beta_{1}}{\beta}} \tilde{x}_{j}\right\|_{2}^{2} \\
& +\| \sqrt{\frac{\alpha_{1} \beta_{2}}{\beta}}\left(y-(D u-w)-\sqrt{\frac{\alpha_{1} \beta_{2}}{\beta}} \tilde{y} \|_{2}^{2}\right. \\
& \left.+\left\|\sqrt{\frac{\alpha_{0} \beta_{3}}{\beta}}(z-\xi(w))-\sqrt{\frac{\alpha_{0} \beta_{3}}{\beta}} \tilde{z}\right\|_{2}^{2}\right]
\end{aligned}
$$

the convergence analysis of the classical results from current ADMM, [10], [12], [13], [14], yields the following result.

## 5 Numerical experiments

In this section, we show some numerical examples using the Algorithm 1 in image restoration compared with TV-ADMM and ADMM.

Our hybrid model is implemented via the alternating minimization method with the equivalent parameters $\alpha_{0}=0.01, \alpha_{1}=0.07, \lambda=0.07$ and $\mu=10^{3}$. Moreover, the regularization coefficients are firmly chosen as $\beta_{0}=1, \beta_{1}=0.5, \beta_{2}=0.1$ and $\beta_{3}=10$. The Peak signal to noise ratio (PSNR) in decibel (dB) as follows:

$$
\text { PSNR }=20 \log \frac{\|u\|_{2}}{\left\|u-u^{k}\right\|_{2}},
$$

where $u$ is an original image and $u^{k}$ is an estimated image at iteration $k$, respectively.

The stopping criteria of the algorithm is $\frac{\left\|u^{k+1}-u^{k}\right\|_{2}}{\left\|u^{k}\right\|_{2}}<10^{-5}$. All codes were written in Matlab 2017b and run on Dell i-5 Core laptop. Experimental results are shown in Figure 1, Figure 2, Figure 3 and Figure 4 in the Appendix.

## 6 Conclusions

We propose an algorithm to perform second order total generalized variation using shearlet regularization. We compared its results with those of TV-ADMM and ADMM on four images. On the contrary, the TGV ${ }^{2}$ ADMM had a better than two methods .
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## APPENDIX



(a) Original image

(b) ADMM (PSNR=21.2982)

(c) TV-ADMM $($ PSNR=22.1277)

(d) Algorithm 1 (PSNR=23.4826)

Figure 3: Figure (a) shows the original image, figure (b) shows the restored image by ADMM, figure (c) shows the restored image by TV-ADMM, figure (d) shows the restored image by Algorithm 1.

(a) Original image

(b) ADMM $(\mathrm{PSNR}=23.0395)$

(c) TV-ADMM (PSNR=23.7816)

(d) Algorithm 1 (PSNR=25.6356)

Figure 4: Figure (a) shows the original image, figure (c) shows the restored image by TV-ADMM, figure
(d) shows the restored image by Algorithm 1.

