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Abstract: Cardiac Arrhythmia is the disease in which heartbeats abnormally due to which death of a 
person may occur if not diagnosed on time. Timely and accurate detection of cardiac arrhythmia can save 
the life of the patient. In this study fourteen classification algorithms and six feature selection algorithms 
are explored to find the best combination which can accurately detect cardiac arrhythmia. On the features 
selected through feature selection techniques fourteen classification algorithms are applied to classify 
cardiac arrhythmia. The random forest algorithm for feature selection and random forest classification 
algorithm found best among all the models applied with an accuracy of 86.57%, precision 79.12%, recall 
79.12%, and f1-score 79.12%.  
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1. Introduction 

Heart disease have affected the significant amount of the 
population, not only in India but all over the world. Any 
sort of irregular behavior in the heart may be life-
threatening. A tool can be used for diagnosing the proper 
activity of heart, known as ElectroCardioGram (ECG), 
which produces a graph for electrical pulses [1]. Specific 
parameters are taken into account, for the proper 
examination of the heart. If there is a slight change in 
these parameters, it results in the ailment of heart, and it 
may occur due to several reasons [2]. An arrhythmia is a 
form of irregularity detected in the electronic pulses 
generated by the heart, and it may occur due to several 
reasons. If left untreated for a long time, it poses a threat 
to human life and may lead to a cardiac arrest. Therefore, 
accurate detection and classification of arrhythmia are 
essential. These conditions may cause the heart to beat 
fast or slow, skipping some beats. Because of these types 
of behaviors, ECG will form different graphical patterns, 
and therefore, arrhythmia can be easily detected [3]. 
There are generally two different categories, one which 
causes the heart to beat too slowly, usually below 60 rpm 
known as Bradycardia, and another one causes the heart 
to beat at 100 rpm, known as Tachycardia [4]. There are 
other types of arrhythmia too. Arrhythmias can be 
identified by the location point of its occurrence in heart 
and by the change in the rhythms generated by the heart. 
Supraventricular arrhythmia starts in atria; therefore, it is 
also known as a trial arrhythmia. But sometimes, these 
ECG recordings are of long duration, and it raises 
difficulties for a doctor to look at those and find 

irregularities [5]. Therefore, Machine Learning can be 
used  
for the automation of arrhythmia diagnosis, and it will be 
quite helpful. In this paper, six feature selection 
techniques are applied to reduce the dimension and 
further fourteen classification algorithms, and their 
ensemble has been applied to classify into one of the 
sixteen classes. The major points of the work done in this 
study is as follows: 
 
1. Six feature selection and fourteen classification 
techniques are explored for finding the optimized 
combination which can give better performance. 
 
2. Due to small size of dataset cross validation technique 
is applied with different values of k (2, 5, and 10). Best 
results are reported at K=10. 
 
The rest of the paper is divided into the following 
sections: section 2 contains related work, section 3 
contains dataset description, preprocessing techniques 
used, feature selection techniques used, and classification 
algorithms, and methodology used, section 5 contains 
experimental results, and section 6 contains conclusion. 

2. Related Work 

So many techniques in the past have been developed for 
cardiac arrhythmia detection. Principal Component 
Analysis approach was applied on the ECG dataset to 
reduce the features, and further six neural networks were 
used to classify the records into normal or having cardiac 
arrhythmia [6]. The development in the field of 
automation of ECG analysis and recording the patient's 
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health status was reported by [7]. Some of these methods 
that have helped in the development of ECG analysis are 
neural networks [8], and self-organizing map [9]. The first 
action that anyone has to take in saving the patient's life is 
the proper diagnosing of arrhythmia [10]. The missing 
values in the data set also play an important role. In 
Standard ECG (12-lead), missing value is replaced by the 
nearby value in the attribute, and a multilayer perceptron 
algorithm is applied for the classification of arrhythmia 
[11]. In paper [12], authors have used a correlation-based 
feature selection technique to select essential features 
from the UCI repository dataset. The neural network 
algorithm is applied along with the Levenberg-Marquardt 
method for the classification of arrhythmia. The random 
forest classification algorithm is implemented with 
resampling technique is used to classify cardiac 
arrhythmia [13]. In paper [14], firstly, various 
preprocessing techniques are applied first. Various feature 
selection techniques are applied, and last Different 
classification algorithms, including neural network, 
random forest, gradient boosting, are used on the ECG 
dataset. In paper [15-17], authors have applied various 
classification algorithms on the dataset to classify into 16 
classes. In paper [18] PCA (Principal Component 
Analysis) feature selection technique is used to extract 
essential features, and further SVM classification 
algorithm is applied to classify arrhythmia. In paper [19], 
authors have applied neural networks on the dataset for 
prediction of cardiac arrhythmia and achieved an accuracy 
of 76.67%. In paper [20], authors have applied the Naïve 
Bayes classification algorithm with the train-test split 
ratio of 70-30 and achieved an accuracy of 70.50%. In 
paper [21], authors have applied feature selection 
techniques in two steps: the wrapper method part and the 
filtering part. Further SVM and KNN classification 
algorithms are applied on the dataset, and the best 
accuracy (73.80%) is achieved with 20-fold cross-
validation. In paper [22], authors have firstly replaced the 
missing value with the closest value and applied feature 
selection technique, and a total of 198 features were 
selected. Further, modular Neural Network with three 
layers was used for classification and achieved an 
accuracy of 78.89% with a train-test split ratio of 90-10. 

 
3. Materials and Methods 
The methodology applied has different components which 
are as follows: 
3.1. Dataset Description: The dataset is taken from 
the UCI machine learning repository [23]. The dataset 
consists of 452 rows corresponding to each patient. Two 
hundred seventy-nine attributes are recorded for each 
patient like age, weight, ECG related data, heart-related 
data, QRS duration, etc. There are sixteen classes 
associated with the dataset. Class 1 is corresponding to no 
arrhythmia and class 2 to 15 corresponding to different 
types of arrhythmia. Class 16 is corresponding to the 
unlabeled patient. Two hundred forty-five rows are 
corresponding to class 1 label, remaining 185 classes 
corresponding to 14 classes, and 22 rows are unlabeled. 
3.2. Data Pre-processing: The dataset contains 
missing values and outliers. The missing values are filled 
with mean. The outliers are detected using the 
interquartile range and handled with logarithm. A 
standard scalar is used to normalize the data.   
 
3.3. Feature Selection Methods: The dataset 
contains 279 features. To reduce complexity and make 
training faster, six feature selection techniques are 
applied. The feature selection techniques used in our 
study are as follows: (i) Random Forest (RF) [24] (ii) 
Analysis of Variance (ANOVA) [25] (iii) Variance 
Threshold (VT) [26] (iv) Dropping Highly Correlated 
Feature [27] (v) Recursive Feature Elimination [28] (vi) 
Chi-Square Test [29]. 
 
3.4. Classification Algorithms: Fourteen 
classification algorithms are applied which are as follows: 
(i) Support Vector Machine (SVM) [30] (ii) Bernoulli 
Naive Bayes (NB) [31]  (iii) Random Forest (RF) [32] 
(no. of estimators as 1200 and random state as 42) (iv) K-
Nearest Neighbors (KNN) [33] (Euclidean distance, and 
the number of neighbors taken is three) (v) Logistic 
Regression [34] (vi) Decision Tree [35] (vii) Averaging: 
[36] (viii) Bagging: [37] (linear kernel with the value of C 
= 1)   (ix) Light GBM [38] (x) AdaBoost [39] (xi) 
XGBoost [40] (learning rate = 0.01) (xii) Stacking [41] 
(xiii) ID3 [42] (xiv) Majority Voting [43] 
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5. Experimental Results  

The four performance evaluation parameters namely 
accuracy, f1-score, precision, and recall are considered. 
The hyper parameters of classification algorithms are 
tuned using a grid search approach. The dataset after 
cleaning process is given as input to feature selection 
algorithms and further, fourteen classification algorithms 
are applied. The dataset considered is small so, f-fold 
cross validation technique is applied considering k to be 
2, 4, 5, and 10 which are presented in this section. The 
best results are obtained with the value of k=10. 
Corresponding to random forest feature selection and 
fourteen classification algorithms results are presented in 
Table 1. The threshold value is set to 0.001, which returns 
163 features in random forest feature selection technique. 
It is observed from the results that random forest classifier 
has produced better results with an accuracy of 86.57%, 
recall of 79.12%, precision of 79.12%, and F1-score of 
79.12%.  

Next to the random forest is the maximum voting 
classifier giving an accuracy of 71.93, precision 77.12%, 
recall 77.12%, and f1-score 77.12%. The next to 

maximum voting is averaging, giving an accuracy of 
73.05, precision 76.92%, recall 76.92%, and f1-score 
76.92%. The worst performance is given by support 
vector machine classifier giving an accuracy 55.34%, 
precision 58.24%, recall 58.24%, and f1-score 58.24%. 
Corresponding to variance threshold feature Selection and 
fourteen classification algorithms results are presented in 
Table 2. Threshold Value of 0.01 is set up for selecting 
features, and 195 features are returned. It is observed from 
the results that random forest classifier has produced 
better results with an accuracy of 80.21%, recall of 
78.23%, precision of 78.23%, and F1-score of 78.23%. 
Next to the random forest is the maximum voting 
classifier giving an accuracy of 73.22%, precision 
77.12%, recall 77.12%, and f1-score 77.12%. The next to 
maximum voting is ID3 giving an accuracy of 71.23, 

Table 1: Results based on Random Forest feature Selection 
Technique 

Algorithm Accuracy F1-Score Recall Precision 

Naive Bayes 68.78 72.52 72.52 72.52 

Decision Tree 60.55 57.14 57.14 57.14 

KNN 57.77 63.73 63.73 63.73 

SVM 55.34 58.24 58.24 58.24 

Random Forest 86.57 79.12 79.12 79.12 

Bagging 64.72 69.23 69.23 69.23 

Adaboost 61.67 61.43 61.43 61.43 

Averaging 71.93 76.92 76.92 76.92 

XGBoost 71.38 75.82 75.82 75.82 

Light GBM 71.33 76.24 76.24 76.24 

Max Voting 73.05 77.12 77.12 77.12 

Logistic 
Regression 

62.67 65.93 65.93 65.93 

Stacking 71.38 75.82 75.82 75.82 

ID3 65.89 70.55 70.55 70.55 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

  

 

C1-C14 are classifiers 

Figure 1: The overview of the methodology use 
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precision 74.85%, recall 74.85%, and f1-score 74.85%. 
The KNN classifier has produced poor results among all, 
giving an accuracy of 58.05%, precision 63.73%, recall 
63.73%, and f1-score 63.73%. Corresponding to ANOVA 
feature selection and fourteen classification algorithms 
results are presented in Table 3. The number of selected 
features is set up manually as 55, so it will return 55 
features. It is observed from the results that random forest 
classifier has produced better results with an accuracy of 
76.87%, recall of 78.29%, precision of 78.29%, and F1-
score of 78.29%. Next to the random forest is the 
maximum voting classifier giving an accuracy of 75.27%, 
precision 77.21%, recall 77.21%, and f1-score 77.21%. 
The next to maximum voting is stacking, giving an 
accuracy of 70.83, precision 75.82%, recall 75.82%, and 
f1-score 75.82%. The light GBM classifier has produced 
poor results among all with an accuracy 59.55%, 
precision 62.22%, recall 62.22%, and f1-score 62.22%. 

Corresponding to CHI-2 feature selection and fourteen 
classification algorithms results are presented in Table 4.  
We set the number of features manually to be 69, so all 
the algorithms will work on the best 69 features. It is 
observed from the results that random forest classifier and 
maximum voting has produced better results among all 
the classification algorithms and giving an accuracy of 
74.22%, recall of 77.70%, precision of 77.70%, and F1-
score of 77.70%. The next best performing classifier is 
stacking, giving an accuracy of 72.36%, precision 
75.39%, recall 75.39%, and f1-score 75.39%. The worst 
performance is given by SVM classifier, giving an 
accuracy 55.34%, precision 58.24%, recall 58.24%, and 
f1-score 58.24%. 

Table 2: Results based on Variance Threshold feature Selection 
Technique 

Algorithm Accuracy F1-Score Recall Precision 

Naive Bayes 66.72 72.52 72.52 72.52 

Decision Tree 59.72 58.24 58.24 58.24 

KNN 58.05 63.73 63.73 6373 

SVM 68.72 71.42 71.42 71.42 

Random 
Forest 

80.21 78.23 78.23 78.23 

Bagging 54.72 63.73 63.73 63.73 

Adaboost 61.67 63.73 63.73 63.73 

Averaging 70.67 74.35 74.35 74.35 

Gradient 
Boosting 

71.11 74.72 74.72 74.72 

Light GBM 58.22 61.31 61.31 61.31 

MaxVoting 73.22 79.12 79.12 79.12 

Stacking 71.11 74.72 74.72 74.72 

Logistic 
Regression 

67.58 69.23 69.23 69.23 

ID3 71.23 74.85 74.85 74.85 
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Corresponding to dropping correlated feature selection 
feature selection and fourteen classification algorithms 
results are presented in Table 5.  The correlation factor of 
0.25 is used through which 221 features were dropped. It 
is observed from the results that random forest classifier 
has produced better results with an accuracy of 80.22%, 
precision of 79.12%, recall of 79.12%, and F1-score of 
79.12%. Next to the random forest is maximum voting 
and XGBoost classifier giving an accuracy of 72.83%, 
precision 76.92%, recall 76.92%, and f1-score 76.92%. 
The KNN classifier has produced poor results among all 

with an accuracy of 58.05%, precision 60.73%, recall 
60.73%, and f1-score 60.73%. 

 

Corresponding to recursive feature elimination feature 
selection and fourteen classification algorithms results are 
presented in Table 6.  It is observed from the results that 
random forest classifier has produced better results with 
an accuracy of 74.72%, precision of 66.63%, recall of 
66.63%, and F1-score of 66.63%. Random forest is a 
collection of decision tree methods. Each decision tree 
constructs a classifier based on a random data sample, and 
several classifiers are integrated to generate a single 
classifier known as random forest. 

Table 3: Results based on the ANOVA Technique 

Algorithm Accuracy F1-Score Recall Precision 

Naive Bayes 64.44 67.62 67.62 67.62 

Decision Tree 63.33 66.63 66.63 66.63 

KNN 61.38 65.93 65.93 65.93 

SVM 67.77 69.30 69.30 69.30 

Random Forest 76.87 78.29 78.29 78.29 

Bagging 64.72 67.77 67.77 67.77 

Adaboost 63.05 63.05 63.05 63.05 

Averaging 68.14 71.81 71.81 71.81 

Gradient 

Boosting 

69.83 74.28 74.28 74.28 

Light GBM 59.55 62.22 62.22 62.22 

Max Voting 75.27 77.21 77.21 77.21 

Stacking 70.83 75.82 75.82 75.82 

Logistic 

Regression 

65.93 66.63 66.63 66.63 

ID3 59.99 63.83 63.83 63.83 

Table 4: Results based on CHI-2 feature Selection 
Technique 

Algorithm Accuracy F1-
Score 

Recall Precision 

Naive  Bayes 64.72 67.77 67.77 67.77 

Decision 
Tree 

63.33 66.63 66.63 66.63 

KNN 61.38 65.93 65.93 65.93 

SVM 55.34 58.24 58.24 58.24 

Random 
Forest 

74.22 77.70 77.70 77.70 

Bagging 59.55 62.22 62.22    62.22 

Adaboost 60.83 63.33 63.33   63.33 

Averaging 63.64 67.29 67.29 67.29 

Gradient 
Boosting 

65.82 68.30 68.30 68.30 

Light GBM 58.24 61.62 61.62 61.62 

MaxVoting 74.22 77.70 77.70 77.70 

Stacking 72.36 75.39 75.39 75.39 

Logistic 
Regression 

65.21 69.87 69.87 69.87 

ID3 67.85 72.54 72.54 72.54 
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Comparison of different approaches reported in literature 
on the same dataset are compared with our approach and 
presented in Table. The results showed that the 
methodology designed in this work performed around 3% 
better. It is found from the results presented in Tables 1 to 
6 that random forest classifier has performed better in 
comparison with fourteen classifiers concerning six 
feature selection techniques.  Random forest is a robust 
classifier since it produces its result by combining the 
outputs of many decision trees (created by dividing the 
training data into subsets). Furthermore, the random forest 

feature extraction technique assisted us in selecting 
features from a large category with high weightage in 
categorising the cardiac arrhythmia. Figure 2 gives a 
comparison of six different feature selection techniques 
used in our study. The table provides the performance 
parameters reported in each of the feature selection 
techniques. It has been observed that the random forest 
feature selection technique is performing better as 
compared to all other feature selection techniques applied. 

Table 5: Results based on Drop Correlated feature Selection 
Technique 

Classification 

Algorithm 

Accuracy F1-Score Recall Precision 

Naive Bayes 67.16 71.42 71.42 71.42 

Decision Tree 62.77 61.53 61.53 61.53 

KNN 58.05 60.73 60.73 60.73 

SVM 66.72 71.42 71.42 71.42 

Random 

Forest 

80.22 79.12 79.12 79.12 

Bagging 66.31 75.82 75.82 75.82 

Ada Boost 62.22 61.53 61.53 61.53 

Averaging 72.10 75.65 75.65 75.65 

XGBoost 72.83 76.92 76.92 76.92 

Light GBM 68.37 71.11 71.11 71.11 

Max Voting 72.83    76.92 76..92 76.92 

Logistic 

Regression 

64.11 69.23 69.23 69.23 

Stacking 70.83 76.92 76.92 76.92 

ID3 67.77 71.54 71.54 71.54 

Table 6: Results based on Recursive Feature Elimination Feature 
Selection Technique 

Algorithm Accuracy F-Score Recall Precision 

Naive Bayes 67.77 57.14 57.14 57.14 

Decision Tree 68.61 54.94 54.94 54..94 

KNN 59.16 53.80 53.80. 53.84 

SVM 55.55 49.45 4945 49.45 

RF 74.72 66.63 66.63 66.63 

Bagging 66.38 57.14 57.14 57.14 

Ada Boost 66.94 58.24 58.24 58.24 

Averaging 74.07 64.69 64.69 64.69 

XGBoost 72.77 63.73 63.73 63.73 

Light GBM 67.50 58.94 58.94 58.94 

Max Voting 72.77 64.63 64.63 64.63 

LR 66.38 56.74 56.72 56.74 

Stacking 72.77 64.63 64.63 64.63 

ID3 64.32 57.14 57.14 57.14 
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Figure 2: Comparison of performance concerning feature 
selection techniques 

 Kruskal-Wallis Test: This is a statistical test. H0 (Null 
Hypothesis): There is no significant difference between 
the performances of models. Alpha taken is 0.05 and from 
the p-value observed from the test, which is less than 
alpha, so we can say that the null hypothesis is rejected. 
This test is performed with the scipy package in python. 
Table 8 shows the p-value and test statistic observed for 
the accuracy variable. 

 

 

 

 

 

 

6. Conclusion 
The paper presents a machine learning framework for 

the detection of a multiclass arrhythmia. Firstly dataset is 
preprocessed to make it suitable for further processing, 
and then six feature selections were applied to extract the 
essential features from the dataset having 279 attributes. 
Fourteen classification algorithms are applied, including 
some of the ensemble techniques also to detect the 
presence of cardiac arrhythmia and classify them into 
different sixteen categories. All the fourteen classification 
algorithms were compared based on accuracy precision, 
recall, and f-score. It is observed that the best 
performance is reported in random forest feature selection 
with random forest classification algorithms from all the 
combinations of six feature selection techniques and 
fourteen classifiers. The highest performance achieved 
with this combination is the accuracy of 86.57%, 79.12%.  
It is also observed that a random forest classifier is 
performing better among all fourteen classifiers in all the 
six feature selection techniques applied. Thus it can be 
concluded from this study that random forest is the best 

performer classifier in this dataset, and along with 
Random forest classifier, it performs better among all the 
combinations of feature selection and classifiers applied. 
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