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Abstract: This paper presents the use of natural language processing for the problem of information extraction
and sentiment analysis. The dataset is from Twitter that has the information of people mentioning about COVID-
19, this study has two tasks: (i) classification approach for information extraction task and (ii) deep learning
approach for sentiment analysis task. In information extraction task, the data was gathered from twitter that
related to COVID-19 information, and the sequence labelling method applied to classify text before giving it to
classification algorithms (K-NN, Naive Bayes, Decision Tree, Random Forest, and SVM). In sentiment analysis
task, data was classified by convert the word into index and using word embedding, then to process deep
learning algorithm (Bi-directional GRU). The accuracy of two tasks are 98% and 79% respectively.
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1. Introduction

The Covid-19 epidemic situation reflected significant
changes in many dimensions, both in human behavior
consumption and service behavior. The SARS-Cov-2 known
as Covid-19 has spread around the world and it’s also
designation as a worldwide pandemic by the World Health
Organization in March 2020 [1]. While the world is struggling
to handle with Covid-19, the number of infected patients has
continuingly increased. Thailand has changed since Covid-19
and people are worried about the spread of this situation.
Information is important to be aware of the events in society.
People tend to follow the news through various media,
including real news, fake news, or current news. Especially in
this era of COVID-19, information has a huge impact on
people's emotions. Therefore, most people have anxiety,
paranoia, and fear that they or close people are infected which
results in confusion in information. Twitter is one of the
popular social media platforms that aims to provide users with
the ability to comment in short texts up to 140 characters.
Twitter presents the trend that people talk about or what
trending is on Twitter right now. On twitter message, a
hashtag is used to play critical roles in recent social
movements such as #election, #Covid-19, and etc. It is a word
or sentence that has a "#" preceding it. This is a form of
metadata tag that is widely used in social media. Hashtags
have played the important role in conversation. There was a
discussion to exchange comments and hashtags in Thailand
are used in a variety of ways.

Opinion mining is the science of gathering opinions from
multiple messages on a particular subject to analyze opinions.
It is often analyzed as positive, negative, or neutral.
Information extraction and sentiment analysis has been
broadly acknowledged as one of the first stages in the natural
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language processing [2], [3]. This research is aimed to classify
the textual information on the social media platforms like
Twitter. The significant approaches, like K-NN, Naive Bayes,
Decision Tree, Random Forest and Support Vector Machine
(SVM), were used to information extraction process and then
evaluated with the F1 score accuracy of each algorithm. In the
second process, Bi-directional GRU, one of the deep learning
method, was applied to use for sentiment analysis task.
Experimental result may be in charge of helping to the
development of public health properly.

2. Literature Reviews

This section presented a literature review of relevant
researches for exploration an overview of current knowledge
of sentiment analysis. Tweets from twitter [3] were classified
into positive, negative, and neutral. Dusmanu et al. [4]
applied argument mining methods to classify arguments on
Twitter from actual facts. Vaccine-related tweets were
analyzed and the results showed the number and the opinion
polarity of tweets in neutral 60%, 23% against vaccination,
and 17% in favor of vaccination [5].

Naive Bayes model was implemented to analyze
sentiments towards COVID-19 with Twitter datasets in
English and Filipino language and the algorithm supports to
classify tweets by using Rapid Miner [6]. Machine learning
algorithms and lexicon-based approaches were proposed to
sentiment word detection and POS tagging [7]. According to
Tang, Kay and He [8], Naive Bayes (NB), and Support
Vector Machine (SVM) were used to Text Classification. To
analyze reliability, Naive Bayes was adopted to identify the
untrusted content on Twitter [9]. Deep learning based on
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LSTM, GRU, and CNN and feature-based methods were
combined to financial sentiment analysis [10]. Contextual
deep learning was applied to analyze in sentiment analysis
involves categorizing subjective opinions from text, audio,
and video sources [11].

3. Methodology

This section describes the relevant approaches using conduct
this research.

3.1 Data Set and Data Preparation

The scope of this study is Thailand and the data was
considered news about COVID-19 in Thailand. In figure 1,
data was collected almost 600,000 tweets by using Tweepy (a
python library) [12] and then processed the raw data
(Unstructured data) to be data that is in the form of an
appropriate structure (structure data). The data was pre-
processed by cleaning and tokenization text using NLTK
library.

1danus:innatewusuavldniolknd

| covpiz v
i]auauaa coviol

Show| 10 v entries Search

created_at * full_text

2020-1-23 | @Emmakinery Weird how just up the road, MSU figured that out in August andtook a LOT of heat for it. Helps when your President is an

infectious disease MO

2020123 | wCovidie #China pushes for QR code based global travel system\n\nittps://Lea/ELYXpCSMKg https:/ft.col27eaDwiiiwi

2020-1-23 | India's reforms ct medium-term growth\rThere are
implemented effectively: Fitch Ratings\n\nhttps://t co/WiQtUvhdkS\

#agriculture

res 100, will take time to assess whether the reforms are
#CovidI3 #pandemic #Fi #abourretorms

2020-1-23 | Its encouraging o see #G20 leaders agree to suppart people who are living i crisis ta recover from the econamic devastation of
#COVIDIZ \n\niThey must now make good on thris pramise by tackiing the threat of hunger &amp: helping communities make a

living \nhttps:/ /L o/ KFXVVISHED

2020-1-23 | The Latest Haspitality Industry Daily! https://t.co/vnFual BMEW Thanks to @suchetkaushik @AustinsDublin BEShinoy #coronavirus

#eovidia

2020-1-23 | Play your part and save lives \n\n#StaySafeSA\n#COVIO hitps:/ It colvwirpx&Bku

2020-1-23 | @TytheGreatd @First_humanity_ @Crochetianet @SenSanders Alsa, aithough the government cant salve every problem, this one we can
at least reduce temporarily until we can produce enough vaccines - and even then the disease will not disappear (in part because of

antivaers)

2020-1-23 | irsadisease

2020-1-23 | €OVID-19: Oxford vaccine is up to S0% effective in preventing #coronavirus, tests show\nhttps://tco/EKGEOtEKvp #covid!9 #vaccine

https://tco/peWHeH28L

2020-T-23 Wow Aamir liaqat finally mention invisible disease name in his tweet & \nReally imran khan and COVID both same level disease

hittps: /t.col JIBKCMIVQ https: /t col VkpGOjgWioH

Showing 1to 10 of 1,000 entries Previous 2 3 4 5 00 Next

Fig. 1. A sample of data retrieved from the web page application

3.2 Information Extraction

The task consists in classifying a tweets as containing
report information of coronavirus focused on particular tweets
patterns like “total 42 cases” or “500 total deaths” of their
sources. The five algorithms of classification including K-NN,
Naive Bays, Decision Tree, Random Forest and Support
Vector Machine were used to classify tweets and evaluate the
results.

The labelling is the next process from pre-processing and
700 tweets were selected to find the amount of people who
affected in this pandemic. Then the data was annotated the
numbers that occur in text. This would allow us to understand
and make it easier to train the algorithms. These numbers are
annotated as “1” if it follows by “total cases”, or we annotated
as “2” if it follows by “total deaths”, if it not fits the above
conditions then we annotated as “0” (see example (a) and (b)
below).

(a) Text: “iran reports 3 new cases bringing total
confirmed cases 52 total deaths.”
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Tag: “0, 0, 0, 0,0,0,0,0,0,1,2,0,0]”
(b) Text: “total deaths 75 total cases 100.”
Tag: “[0, 0, 2, 0,0, 1]”

After manual labelling, the data set was prepared to be
processed with algorithms by transform “Text” to Python
dictionary by having key as the following.

“word” : The word itself.

“postag” : The part of speech of the word.

“nextword” : The next word after the word itself.
“nextwordtag” : The next part of speech tag of next word.

“previousword” : The previous word before the word
itself.

“previoustag” : The previous part of speech tag before the
word itself.

The data was spited it to 70:30 proportion training and
testing and transform Python dictionary to vector by using
DictVectorizer from Scikit-learn library [13].

4. Results

This section presented the results of this research. K-NN,
Naive Bays, Decision Tree, Random Forest and Support
Vector Machine were used to extract information and the
results were shown in table | and figure 2and 3.

TABLE I. RESULTS FOR INFORMATION EXTRACTION TASK
Precision Recall F1
K-NN 0.93 0.91 0.92
Naive Bayes 0.87 0.87 0.87
Decision Tree 0.93 0.90 0.92
Random Forest 0.95 0.91 0.93
SVM 0.94 0.91 0.93
1000 Accuracy Score
0995
0930
0985
0975
o970 KNN NB

Fig. 2. Results of Accuracy Scores

F1 Score

Fig. 3. Results of F1 Scores
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When considered in each algorithm, the results were as
follows:

(a) KNN has an overall accuracy of 98%, a classification
precision in infected cases (1) 94% and precision in
classifying deaths (2) 93% as shown in figure 4.

Accuracy: ©.9866387215090385

precision recall fl-score
1 0.94 @.95 8.94
2 0.93 0.87 0.9

Fig. 4. Results of KNN
(b) Naive Bays has an overall accuracy of 97%, a

classification precision in infected cases (1) 85% and
precision in classifying deaths (2) 90% as shown in figure 5.

Accuracy: ©.9753733298401887

precision recall fl-score
1 0.85 0.91 0.88
2 .90 9.82 0.86

Fig. 5. Results of Naive Bays

(c) Decision Tree has an overall accuracy of 98%, a
classification precision in infected cases (1) 94% and
precision in classifying deaths (2) 93% as shown in figure 6.

Accuracy: ©.98663872150898385

precision recall fl-score
1 9.94 8.95 8.94
2 0.93 @.87 9.9

Fig. 6. Results of Decision Tree

(d) Random Forest has an overall accuracy of 98%, a
classification precision in infected cases (1) 95% and
precision in classifying deaths (2) 95% as shown in figure 7.

Accuracy: ©.9879486507728583

precision recall fl-score
1 0.95 0.94 9.94
2 0.95 0.87 9.91

Fig. 7. Results of Random Forest

(e) Support Vector Machine has an overall accuracy of 98%,
a classification precision in infected cases (1) 94% and
precision in classifying deaths (2) 95% as shown in figure 8.

Accuracy: ©.9869007073618025

precision recall fl-score
1 0.94 0.95 9.95
2 0.95 0.86 9.90

Fig. 8. Results of Support Vector Machine
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From the previous results, the RF (Random Forest) algorithm
has a higher score than the other algorithms and Naive Bayes
has the lowest score. Therefore, this framework choose
Random Forest in the next process.

Bi-Directional GR, one of the Deep Learning approaches,
have used to experiment with modifying Word Embedding
by choosing Covid Word Embedding and English Word
Embedding, which gives accurate results as presented in table
2and 3.

TABLE II. RESULTS OF THE TEST SET OF ENGLISH (COVID-19) WORD
EMBEDDING

Polarity Precision Recall F1

POSITIVE 0.77 0.78 0.78

NEGATIVE 0.78 0.77 0.77

TABLE IlI. RESULTS OF THE TEST ENGLISH WORD EMBEDDING
Polarity Precision Recall F1
- POSITIVE 080 077 079

NEGATIVE 0.78 0.81 0.79

Figure 9 shows the construction process of the Bi-directional
GRU sentiment analysis classification model and two pre-
trained word embedding was generated by Fast-Text. First
word embedding is plain English text with no related to any
field, and the other is word embedding that related to Covid-
19.

Sigmoid Layer

Full-connected Layer

Bi-directional GRU

GRU GRU 1« GRU GRU
A
Droupout
Embedding Layer
1 hate this pandemic

Fig. 9. Bi-directional gated recurrent neural networks (GRU) sentiment
analysis model
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From table 4, it shows the English word embedding has better
accuracy than Covid word embedding, because our dataset
(Kaggle) that we use to train is not related to Covid fields.
Also, if we use the English word embedding in a real-time
Tweets about Covid, it will significantly decreased the
accuracy as well.

TABLE IV. RESULTS FOR INFORMATION EXTRACTION TASK
Word Embedding Accuracy ‘
English (Covid-19) 0.776
English 0.791

F1 Score

m 07764362818818522

Covid_Word_Embed

English_Word_Embed

Fig. 10. Results of information Extraction

5. Conclusion

This study investigated information extraction and
sentiment analysis on Twitter data. These tasks are
particularly relevant when applied to social media data and the
Covid19 global pandemic. The issue of information extraction
on Twitter is we are labeling the data by manually unlike
sentiment analysis that is Kaggle dataset. Thus, the dataset on
information extraction is limited (700 tweets) not
comprehensive to the other report pattern which give us
limited result and accuracy. In future work, we will focus on
extending and increasing the datasets of information
extraction by augmentation method, and exploring more on
sentiment analysis dataset in order to have more reliability in
real-time use.
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