
Abstract: New numerical schemes for simulating the Oldroyd-B model are formulated and analyzed. The first
approach is based on the semi-implicit Euler scheme, while the second method applies the Marchuk-Yanenko
splitting scheme. The goal is to develop schemes that preserve the symmetry and positive definiteness of the
conformation tensor, as well as the energy estimate, which includes kinetic energy and the elastic energy of the
extra stress, as previously obtained by A. Lozinski and R. Owens in J. Non-Newtonian FluidMech., 112, 161–176,
2003. We finally present numerical results which are consistent with theoretical predictions.

Key-Words: Navier slip boundary condition, Oldroyd model, energy estimate, semi-implicit scheme,
Marchuk-Yanenko.
AMS subject classification: 65M12, 65N30, 76M10, 35B45, 76A10, 35B35.

Received: March 2, 2024. Revised: August 12, 2024. Accepted: December 3, 2024. Published: March 12, 2025.  

1 Introduction
Let Ω ⊂ Rd (with d = 2, 3) be an open, bounded
domain with Lipschitz-continuous boundary Γ = ∂Ω
and let (0, T ) be a time interval. We consider a
viscoelestic fluid of Oldroyd type and assume that
the body force acting on the fluid is given by b per
unit mass. Without loss of generality, we assume
that the fluid’s mass density is equal to unity. The
goal is to determine the velocity u(x, t), the pressure
p(x, t), and the elastic stress E(x, t), which satisfy
the following set of equations:

Re (ut + (u · ∇)u)− 2β divDu+∇p
= divE + b in Ω× (0, T ),

divu = 0 in Ω× (0, T ),

1

We
E + Et + (u · ∇)E −∇uE − E(∇u)T

= 2
1− β

We
Du in Ω× (0, T ),

E = E
T ,

(1.1)
where β ∈ (0, 1) is the dimensionless solvent
parameter (regarded as the total viscosity ratio),

and Re and We are positive physical parameters
representing the Reynolds number and the
Weissenberg number. The symmetric part the
velocity gradient is 2Du = ∇u + (∇u)T . The
Oldroyd-B constitutive model, as expressed in
the third equation of (1.1), represents the most
straightforward nonlinear extension of Maxwell’s
concept, which involves defining stress through a
system of ordinary differential equations based on
the velocity gradient and its time derivative. This
fundamental model for complex fluids highlights
the significant challenge posed by high Weissenberg
number regimes. The formulation of the third
equation in (1.1) aims to establish a relationship
between the stress tensor E and the strain rate
tensor Du. The Weissenberg number serves as a
key parameter that differentiates viscoelastic fluids
from Newtonian fluids. To solve (1.1), appropriate
boundary and initial conditions must be specified. In
this context, we assume that the boundary Γ of Ω is
impermeable. Hence

u · n = 0 on Γ× (0, T ), (1.2)

where n is the outward unit normal vector to Γ. The
Cauchy stress tensor within the fluid is T given by
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T = −pI + 2βDu + E, with I the d-dimensional
identity matrix. Next, we describe the relation
between the stress and the velocity on Γ. Taking the
scalar product of uwith the first equation in (1.1), we
obtain

Re
2

d

dt

∫
Ω
|u|2 dx+

∫
Ω
T : Dudx

+

∫
Γ
(−Tn)τ · uτdσ =

∫
Ω
b · udx

(1.3)
where dσ is the surface measure associated to Γ. We
recall that for any vector w defined on Γ, we set
wτ = w − (w · n)n. Thus (Tn)τ denotes the
projection of the normal stress onto the corresponding
tangent plane. In (1.3), Re

2

d

dt

∫
Ω
|u|2 dx represents

the variation of kinetic energy,
∫
Ω
T : Dudx is the

dissipation mechanisms in bulk, while
∫
Γ
(−Tn)τ ·

uτdσ stands for dissipative processes on the Γ. The
most general relation between uτ and (Tn)τ is to
consider the implicit constitutive relation (see [33])

ψ(uτ , (Tn)τ ) = 0

where ψ is function. If (Tn)τ = 0, this corresponds
to a perfect slip boundary condition, whereas if uτ =
0, there is no slip. In this work, we assume that the
liquid-solid interaction is governed by Navier’s slip
condition

(Tn)τ + α(uτ −wτ ) = 0 on Γ× (0, T ), (1.4)

where α is a positive function and w is the velocity
of the solid surface satisfyingw ·n|Γ = 0. It is worth
observing that wτ ̸= 0 indicate the fact that the flow
region Ω is fixed but its boundary Γ is not; in fact, it
may undergo tangential motion. Finally, we assume
that

u(x, 0) = u0, and E(x, 0) = E0, in Ω (1.5)

whereu0 and E0 are given functions whose regularity
will be specified later, with divu0 = 0.

Many research works have explored the numerical
aspects (such as simulations and the convergence
of numerical schemes) as well as the mathematical
properties (including existence, non-existence, and
regularity) of viscoelastic fluids modeled by the
Oldroyd-B equations in two or three dimensions,
under Dirichlet or periodic boundary conditions. (see
[1, 2, 3, 4, 5, 6, 8, 9, 14, 15, 17, 18, 19, 20, 21,
22, 23, 26, 27, 28, 29, 30, 31, 32, 34, 38, 39]).
These studies focus on time-dependent or steady

flows of incompressible fluids in bounded domains,
under various restrictions on the material constants
and other data. In [35], the study focuses on the
existence of regular solutions for the steady flow
of an Oldroyd-type viscoelastic fluid, assuming slip
conditions on the entire boundary.
In [19], the authors investigate an Oldroyd-B
model with Dirichlet boundary conditions,
proposing a scheme that preserves the quantity
Re∥u∥2 +

∫
Ω
tr Edx. Numerical examples are

provided to showcase the advantages of their method
over classical approximations. Additionally, in
[13], we develop a numerical scheme that preserves
symmetry and positive definiteness, and provide
an a priori estimate for the Oldroyd-B model with
Tresca boundary conditions. This contribution goes
beyond a straightforward extension of [19], as the
non-standard boundary condition leads to a mixed
variational inequality of the second kind. In this work,

In this contribution, we considered the Oldroyd-B
model with slip boundary condition of Navier’s type.
We begin by establishing a basic energy estimate.
Next, we formulate two new discretizations: the
first scheme is based on semi-implicit Euler’s
method while the second method is based on
Marchuck-Yanenko’s decomposition algorithm. The
semi-implicit scheme we formulate linearizes the
fully implicit Euler scheme presented in [19] and
leads directly to a numerical algorithm based on
a space and time discretization. It is important to
highlight that the presented semi-implicit scheme
is consistent, while the decay of free energy serves
as a form of stability result. The second scheme
we propose in this work is a direct application
of the Marchuk-Yanenko splitting approach (see
[23, 32, 24]). This new scheme is designed to ensure
free energy dissipation at the discrete level (see
Proposition 4.1). To our knowledge, this approach
has not been previously applied—at least in this
context—to assess the numerical stability of the
Oldroyd-B model. The key idea is to formulate
sub-problems that not only lead to the decay of
free energy but also simplify the computation of
the unknowns. The implementations are carried out
using the FreeFem code [25].

The remainder of this work is organized as follows:
• In Section 2, we derive the a priori estimate.
• Section 3 focuses on the space and time
discretization of the problem. We prove the discrete
counterpart of the energy estimate.
• Section 4 addresses the second time discretization
of the problem, based on Marchuk-Yanenko’s
algorithm and proves the discrete counterpart of the
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energy estimate.
• Section 5 is dedicated to the numerical validation
of the theoretical results.

2 A priori Analysis
To the best of our knowledge, the mathematical
analysis of (1.1)–(1.5) has not yet been thoroughly
studied. Therefore, in the absence of a solid
theoretical framework to develop efficient and
reliable numerical solutions, it is hard to make strong
statements about the numerical results. However,
we will present a basic energy estimate in the spirit
of [19, 8] for the continuous equations. Our aim is
to derive certain a priori estimates for the solution.
The constitutive equation for the extra stress tensor E
can be expressed in terms of the conformation tensor
A =

We
1− β

E + I; with A given by the relation

At+(u ·∇)A−∇uA−A(∇u)T = − 1

We
A+

1

We
I .

(2.1)
(2.1) is the starting point for most derivations of
logarithmic reformulations, and other analyses. It has
been established in [8] that

Lemma 2.1. If A(t = 0) =
We

1− β
E(t = 0) + I is

positive definite and symmetric, then this property is
propagated forward in time by (2.1).

The theoretical analysis of time dependent problems
usually rely on the following Gronwall’s lemma (see
for instance [36] and [12])

Lemma 2.2. Let T > 0, and ϕ be a non-negative
function in L1(0, T ). Let c be a positive constant and
ϕ ∈ C([0, T ]) a function satisfying

∀t ∈ [0, T ] 0 ≤ ϕ(t) ≤ c+

∫ t

0
α(s)ϕ(s)ds .

Then ϕ verifies the bound

∀t ∈ [0, T ] ϕ(t) ≤ c exp
(∫ t

0
α(s)ds

)
.

We have the following a priori estimate

Proposition 2.1. Let b ∈ L∞(0,R;L2(Ω)d), α ∈
L∞(Γ) and wτ ∈ L2(Γ). Let (u, p,A) be a
regular solution of (1.1)1, (1.1)2, (1.2),(1.4) and
(2.1). Assume that there exists δ such that β < δ < α.

Then there is a constant c depending on Ω such that

Re∥u∥2 + 1− β

We

∫
Ω
tr A

≤ exp (−γ t)
[
Re∥u0∥2 +

1− β

We

∫
Ω
tr A0

]
+

1− β

We2
d|Ω|1

γ
(1− exp(−γt))

+
1

γ
∥α∥L∞(Γ)∥wτ∥2L∞(0,t;L2(Γ))(1− exp(−γt))

+
c

γβ
(1− exp(−γt))∥b∥2L∞(0,t;L2(Ω)) ,

with γ = min
(
c

Re
,
1

We

)
.

proof: We introduce the following double
contraction between rank-two tensors A,B ∈ Rd×d:

A : B = tr (AB
T ) = tr (AT

B) =
∑

1≤i,j≤d

AijBij .

We define the following spaces:

Vτ =
{
v ∈H1(Ω) : v · n|Γ = 0

}
and

M = 2
0(Ω) = {q ∈ L2(Ω) , (q, 1) = 0}.

Let (v, q) ∈ Vτ × L2
0(Ω) and

ψ ∈ {ψ ∈ H1(Ω)d×d, ψ = ψT }. Then
one verifies easily that (u, p,A) solves

Re(ut,v) + Re((u · ∇)u,v) + 2β(Du, Dv)

− (p, divv) = −1− β

We
(A, Dv)

−
∫
Γ
α(uτ −wτ ) · vτ +

∫
Ω
b · v

(q, divu) = 0

(At,ψ) + ((u · ∇)A,ψ)− (∇uA,ψ)− (A,ψ∇u)

= − 1

We
(A,ψ) +

1

We
(I,ψ) .

(2.2)
We take v = u, q = p, and keeping in mind that
((u · ∇)u,u) = 0, we obtain from the first two
equations of System (2.2):

Re
2

d

dt
∥u∥2 + 2β∥Du∥2 + 1− β

We

∫
Ω

A : Du

+

∫
Γ
α|uτ |2 =

∫
Γ
αuτ ·wτ +

∫
Ω
b · u .

(2.3)
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We take ψ = I in (2.2)3 to get:

d

dt

∫
Ω
tr A +

1

We

∫
Ω
tr A +

∫
Ω
(u · ∇) tr A

= 2

∫
Ω

A : Du+
1

We
d|Ω| .

We use the following Green’s formula∫
Ω
(u·∇) tr A = −

∫
Ω
divu tr A+

∫
Γ
u·n tr A = 0 ,

and deduce that

1− β

2We
d

dt

∫
tr A +

1− β

2We2

∫
Ω
tr A − 1− β

2We2
d|Ω|

=
1− β

We

∫
Ω

A : Du .

(2.4)
We recall that the Korn’s inequality reads [10, Chap
3]: there exists c such that for all v ∈ Vτ ,∫

Ω
|Dv|2dx+

∫
Γ
|vτ |2dσ ≥ c

∫
Ω
|∇v|2dx . (2.5)

We replace (2.4) in (2.3), apply Poincaré-Fredrichs’s
inequality, (2.5), Young’s inequality, to obtain

1

2

d

dt

[
Re∥u∥2 + 1− β

We

∫
Ω
tr A

]
+ 2β∥Du∥2

+
1− β

2We2

∫
Ω
tr A +

∫
Γ
α|uτ |2

=

∫
Γ
α1/2uτ · α1/2wτ +

∫
Ω
b · u+

1− β

2We2
d|Ω|

≤ 1

2

∫
Γ
α|uτ |2 +

1

2

∫
Γ
α|wτ |2

+ c∥b∥
(
∥uτ∥2Γ + ∥Du∥2

)1/2
+

1− β

2We2
d|Ω|

≤ 1

2

∫
Γ
α|uτ |2 +

1

2

∫
Γ
α|wτ |2

+
c

2β
∥b∥2 + β

2
∥uτ∥2Γ +

β

2
∥Du∥2 + 1− β

2We2
d|Ω| ,

which is re-written as follows

1

2

d

dt

[
Re∥u∥2 + 1− β

We

∫
Ω
tr A

]
+

3β

2
∥Du∥2

+
1

2
(δ − β) ∥uτ∥2Γ +

1− β

2We2

∫
Ω
tr A

≤ 1

2

∫
Γ
α|wτ |2 +

c

2β
∥b∥2 + 1− β

2We2
d|Ω| .

(2.6)

Thus taking β < δ, applying (2.5) and
Poincare-Fredrichs’s inequality again, (2.6) gives

d

dt

[
Re∥u∥2 + 1− β

We

∫
Ω
tr A

]
+ c∥u∥2Γ

+
1− β

We2

∫
Ω
tr A

≤
∫
Γ
α|wτ |2 +

c

β
∥b∥2 + 1− β

We2
d|Ω| .

W use the Lemma 2.2 and get:

d

dt

[
Re∥u∥2 + 1− β

We

∫
Ω
tr A

]
+min

(
c

Re
,
1

We

)[
Re∥u∥2 + 1− β

We

∫
Ω
tr A

]
≤

∫
Γ
α|wτ |2 +

c

β
∥b∥2 + 1− β

We2
d|Ω| .

(2.7)
The result is obtained by using Lemma 2.2 in (2.7). □

Remark 2.1. Owing to the relation E =
1− β

We
(−I + A), one deduces that

Re∥u∥2 +
∫
Ω
tr E + d|Ω|1− β

We

≤ exp (−γ t)
[
Re∥u0∥2 +

∫
Ω
tr E0 + d|Ω|1− β

We

]
+

1− β

We2
d|Ω|1

γ
(1− exp(−γt))

+
1

γ
∥α∥L∞(Γ)∥wτ∥2L∞(0,t;L2(Γ))(1− exp(−γt))

+
c

γβ
(1− exp(−γt))∥b∥2L∞(0,t;L2(Ω)) .

Remark 2.2. It is apparent that Re∥u∥2+
∫
Ω
tr Edx

decays slowly when Re or We is bigger.

3 Space and Time Discretizations
In this section, we propose a discrete scheme
associated to the problem described by the equations
(1.1)1, (1.1)2, (1.2),(1.4) and (2.1). The aim is to
design numerical scheme capable of replicating the
energy property display in Proposition 2.1. This will
be achieved by adopting the following strategy:

(i) We decompose the conformation tensor A

(because it is symmetric and positive definite)
and re-write the transport equation,

(ii) we perform space-time approximation.
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At the discrete level and for the simplicity, we limit
our study to the case d = 2. We use the finite
element method for the space discretization and the
Euler method for the time discretization.

3.1 Finite element approximation
In order to use a finite element approximation capable
of reproducing the discrete version of Proposition 2.1,
we assume thatΩ is a polygon, so it can be completely
meshed. We assume also that the triangulation is
regular in the sense defined in ([11]): the mesh (Th)h
of Ω is a set of closed non-degenerate triangles called
elements, satisfying,

(a) Ω =
⋃

1≤n≤N

Kn .

(b) the intersection of two different elements is
either empty, a corner, or a whole edge of both
elements.

(c) The ratio of the diameter hK of an element
K in Th to the diameter of its inscribed circle or
sphere is bounded by a constant independent of
K and h.

As usual, h stands for the maximal diameter of all
elements of Th. For each non-negative integer l and
anyK ∈ Th, Pl(K) denotes the space of polynomials
in d variables restricted to K with total degree less
than or equal to l.
We consider the conforming approximation ofVτ ,M
and Z defined as follows:

Vτ ,h =
{
vh ∈ V ∩ C0(Ω)2, for allK ∈ T2h,
vh|K ∈ P2(K)2

}
,

L2
h =

{
qh|qh ∈ C0(Ω), qh|K ∈ P1(K),

for allK ∈ Th} ,

Mh =

{
qh|qh ∈ L2

h,

∫
Ω
qhdx = 0

}
,

Zh =

{
Ah|Ah =

(
a1,h a2,h
a2,h a3,h

)
,

ai|K ∈ P1(K) , i = 1, 2, 3, for allK ∈ Th} .

To simplify the systems of equations established later,
we define the following space:

Wh = Vτ ,h ×Mh × Zh.

This is the well-known conforming Taylor-Hood
element of degree two with continuous pressures. It
should be noted that the degrees of freedom for the
velocity are located at the vertices and midpoints of
each K ∈ Th, while the degrees of freedom for
the pressures are associated with the vertices of each
triangleK ∈ Th.

Remark 3.1. It is important to note that there
are many possible choices for finite element
approximations of the velocity, pressure, and
conformation tensor. Readers are invited to consult
[8, 31, 32] for further details.
We should also bear in mind that the compatibility
condition between Vτ ,h and Mh must hold; that is,
there exists α > 0 (independent of h) such that for
all qh ∈Mh,

sup
0̸=vh∈Vτ ,h

(qh, divvh)
∥vh∥1

≥ α∥qh∥ . (3.1)

With the above spaces it is quite natural to
approximate problem (2.2) (with obvious notation)
by: For a.e t > 0, find (uh(t), ph(t),Ah(t)) ∈ Wh

such that for all (vh, qh,ψh) ∈ Wh

Re (∂tuh, vh) + Re d(uh,uh,vh) + 2β(Duh, Dvh)

− (ph, divvh) +
1− β

We
(Ah,∇vh)

= − (α(uτ ,h −wτ ,h),vτ ,h)Γ + (bh,vh)

(qh, divuh) = 0 ,

(∂tAh,ψh) + d̃(uh,Ah,ψh)− (∇uh Ah,ψh)

− (Ah,ψh∇uh) = − 1

We
(Ah,ψh) +

1

We
(I,ψh) ,

uh(x, 0) = u0h , Ah(x, 0) =
We

1− β
E0h + I ,

(3.2)
with wτ ,h being an approximation of wτ satisfying
wτ ,h ·n|Γ = 0, bh an approximation of b, andu0h the
approximation of u0 such that (qh, divu0h) = 0 for
all qh ∈Mh. The trilinear forms d(·, ·, ·) and d̃(·, ·, ·)
are defined by

d(u,v,w) =

∫
Ω
(u · ∇)v ·w +

1

2

∫
Ω
divu v ·w

=
1

2

(∫
Ω
(u · ∇)v ·w −

∫
Ω
(u · ∇)w · v

)
,

d̃(u,ϕ,ψ) =

∫
Ω
(u · ∇)ϕ : ψ +

1

2

∫
Ω
divuϕ : ψ

=
1

2

(∫
Ω
(u · ∇)ϕ : ψ −

∫
Ω
(u · ∇)ψ : ϕ

)
,

which display the skew-symmetry property
d(u,v,v) = d̃(u,ψ,ψ) = 0, even when u
does not satisfy the incompressibility condition
pointwise but satisfies u · n|∂Ω = 0. We note that
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d̃(·, ·, ·) and d(·, ·, ·) are consistent in the sense that

for all (ϕ,ψ) ∈ H1(Ω)2×2 ×H1(Ω)2×2 and
(u,v,w) ∈H1(Ω) ∩ {divu = 0} ×H1(Ω)2

d(u,v,w) =

∫
Ω
(u · ∇)v ·wdx ,

d̃(u,ϕ,ψ) =

∫
Ω
(u · ∇)ϕ : ψdx .

It is noted that d̃(uh,Ah,ψ) ≡ 0 because the
extra stress is approximated by piecewise constant
function in each element. It is observed in [19]
that the backward Euler scheme associated with
(3.2) does not replicate the property displayed in
Proposition 2.1. In this paper, we are also interested
in numerical schemes that preserve the symmetry
and positive definiteness of the conformation tensor
while ensuring that the discrete level also exhibits
the property described in Proposition 2.1. The
starting observation is that if the conformation
tensor is symmetric and positive definite, then
this requirement should be incorporated into the
formulation. However, at the discrete level, this
constraint is not necessarily satisfied unless it is
explicitly enforced by the numerical method. We
discuss in the next paragraph how this requirement
can be integrated into the formulation.

3.2 A reformulation of problem (3.2)
This paragraph follows from [19] and is included here
for clarity and a better understanding of what follows.
The starting point of this analysis is a simple argument
in linear algebra. To reformulate the constitutive
equations satisfied by the extra-stress tensor, we
observe that A is symmetric and positive definite.
From the Cholesky decomposition, it follows that
there exists a lower triangular matrix B such that

A = BB
T , (3.3)

BT the transpose of B. We replace (2.1) by

Bt+(u ·∇)B−∇uB+
1

2We
B =

1

2We
B
−T , (3.4)

and recover A with (3.3). Indeed, we claim that

Lemma 3.1. If B solves (3.4), then A solves (2.1).

Proof. We take the transpose of (3.4) and multiply
by B to obtain

BB
T
t + B(u · ∇)BT − BB

T (∇u)T

+
1

2We
BB

T =
1

2We
I .

(3.5)

Now, (3.5) and (3.4) give

(BB
T )t + (u · ∇)(BB

T )−∇u(BB
T )− BB

T (∇u)T

+
1

We
BB

T =
1

We
I,

which can be written as following:

At + (u · ∇)A −∇uA − A(∇u)T

+
1

We
A =

1

We
I .

□
Having Lemma 3.1 in mind, we consider the
following finite element approximations: For a.e t >
0, find (uh(t), ph(t),Bh(t),Ah(t)) ∈ Vτ ,h ×Mh ×
Xh × Zh such that for all (vh, qh,ψh) ∈ Wh,

Re (∂tuh,vh) + Red(uh,uh,vh) + 2β(Duh, Dvh)

− (ph, divvh) +
1− β

We
(
BhB

T
h ,∇vh

)
= − (α(uτ ,h −wτ ),vτ ,h)Γ + (bh,vh) ,

(qh, divuh) = 0 ,

(∂tBh,ψh) + d̃(uh,Bh,ψh)− (∇uhBh,ψh)

+
1

2We
(Bh,ψh)−

1

2We

(
B
−T
h ,ψh

)
= 0

uh(x, 0) = u0 , Ah = BhB
T
h

and

Bh(x, 0)B
T
h (x, 0) =

We
1− β

E0 + I ,

(3.6)
with

Xh =
{
Bh|Bh =

(
a1,h 0
a2,h a3,h

)
,

ai|K ∈ P1(K) , i = 1, 2, 3, for allK ∈ Th
}
.

We note that (3.6) is nonlinear, and the presence of
B
−T
h makes it even more complicated and expensive

to solve using a direct Euler backward/forward
scheme. To overcome this difficulty, and keeping
(3.3) in mind, we next formulate a time discretization
of problem (3.6) using a semi-implicit scheme.

3.3 Time discretization of problem (3.6):
Semi-implicit method

In this paragraph, we formulate a semi-implicit
scheme based on a time approximation of (3.6) that
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preserves the property stated in Proposition 2.1.
Then, we study the corresponding properties namely
the replication of the energy property.

For the time discretization, we denote by k the
difference between two consecutive time points,
tm and tm+1, and set tm = mk for m ≥ 1.
(um

k,h, p
m
k,h,A

m
k,h,B

m
k,h) represent the approximations

of (uh(tm), ph(tm),Ah(tm),Bh(tm)) at tm.

We note that in [19], the authors introduce a fully
implicit scheme associated to (3.6) and given as
follows:

Initialization: Let (u0
k,h,A

0
k,h) be given, and

compute B0
k,h such that A0

k,h = B0
k,hB

0,T
k,h .

Step(m + 1): Given (um
k,h,A

m
k,h,B

m
k,h), find

(um+1
k,h , pm+1

k,h ,Bm+1
k,h ) ∈ Wh

such that for all (vh, qh,ψh) ∈ Wh

Re
k

(
um+1
k,h − um

k,h ,vh

)
+ Red(um+1

k,h ,um+1
k,h ,vh)

+ 2β
(
Dum+1

k,h , Dvh

)
−
(
pm+1
k,h , divvh

)
+

1− β

We

(
B
m+1
k,h B

m+1,T
k,h ,∇vh

)
+
(
αum+1

τ ,k,h ,vτ ,h

)
Γ

=
(
bm+1
k,h ,vh

)
+ (αwτ ,vτ ,h)Γ ,

(
qh, divum+1

k,h

)
= 0 ,

1

k

(
B
m+1
k,h ,ψh

)
+ d̃(um+1

k,h ,Bm+1
k,h ,ψh)

−
(
∇um+1

k,h B
m+1
k,h ,ψh

)
+

1

2We

(
B
m+1
k,h ,ψh

)
=

1

k

(√
Am
k,h ,ψh

)
,

A
m+1
k,h = B

m+1
k,h B

m+1,T
k,h +

k

We
I .

(3.7)
It is shown in [19] that the scheme (3.7) replicates
the energy property. We note that the scheme
(3.7) is fully implicit and needs to be linearized at
each time step, which means solving an additional
inertive system at each time iteration. To avoid this
extra iterative system, a new semi-implicit scheme
associated with System (3.6) will be introduced and
studied in this work.

First we recall the discrete counterpart of Lemma 2.2
(see [36]), which is stated as follows:

Lemma 3.2. Let K > 0 and let (αn)n, (bn)n be two
sequences of non-negative real numbers satisfying

∀n, αn ≤ (1 +K)αn−1 + bn .

Then for all n ≥ 1, αn satisfies the bound

αn ≤ (1 +K)nα0 +

n∑
i=1

bi(1 +K)n−i .

Next, using the finite element space Wh =
Vτ ,h × Mh × Xh, we approximate System (3.6)
with the following explicit discrete scheme (using
obvious notation):

Initialization: Let (u0
k,h,A

0
k,h) be given, and

compute B0
k,h such that A0

k,h = B0
k,hB

0,T
k,h .

Step(m + 1): Given (um
k,h,A

m
k,h,B

m
k,h), find

(um+1
k,h , pm+1

k,h ,Bm+1
k,h ) ∈ Wh such that for all

(vh, qh,ψh) ∈ Wh

Re
k

(
um+1
k,h − um

k,h ,vh

)
+ Re d(um

k,h ,u
m+1
k,h ,vh)

+ 2β
(
Dum+1

k,h , Dvh

)
−
(
pm+1
k,h , divvh

)
+

1− β

We

(
B
m+1
k,h B

m,T
k,h ,∇vh

)
+
(
αum+1

τ ,k,h ,vτ ,h

)
Γ

=
(
bm+1
k,h ,vh

)
+ (αwτ ,vτ ,h)Γ ,(

qh, divum+1
k,h

)
= 0 ,

1

k

(
B
m+1
k,h ,ψh

)
+ d̃(um

k,h ,B
m+1
k,h ,ψh)

−
(
∇um+1

k,h B
m
k,h ,ψh

)
+

1

2We

(
B
m+1
k,h ,ψh

)
=

1

k

(√
Am
k,h ,ψh

)
,

A
m+1
k,h = B

m+1
k,h B

m+1,T
k,h +

k

We
I .

(3.8)
Our aim is to show that the solution of the last
discrete system satisfies the counterpart of the a
priori estimate stated in Proposition 2.1.

The next result establishes the consistency of the
semi-implicit scheme (3.8) following similar result in
[19].

Lemma 3.3. Let (uh, ph,Ah) be solution of (3.2).
Then the numerical scheme (3.8) is consistent with
(3.2) when k → 0.
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Proof. With the standard notation, un ≈ u(tn), we
have from the fourth equation of (3.8) that

A(tm+1) ≈ B(tm+1)B
T (tm+1) when k → 0 .

(3.9)
Using Taylor’s expansion (having in mind k → 0)
one gets

B(tm+1)B
T (tm) ≈ B(tm+1)B

T (tm+1) ≈ A(tm+1) ,

d(u(tm) ,u(tm+1) ,v) ≈ d(u(tm+1) ,u(tm+1) ,v) .
(3.10)

From (3.9), and (3.10), we deduce that the first
equation of (3.8) is consistent with the first equation
of (3.2). The third equation of (3.8) is re-written as
follows

1

k
B
m+1
k,h + D̃

(
um
k,h ,B

m+1
k,h

)
−∇um+1

k,h B
m
k,h

+
1

2We
B
m+1
k,h =

1

k

√
Am
k,h,

(3.11)
with D̃ given by

D̃
(
um
k,h ,B

m+1
k,h

)
ϕ = d̃(um

k,h ,B
m+1
k,h ,ϕ).

We take the transpose of (3.11) and obtain that

1

k
B
m+1,T
k,h + D̃T

(
um
k,h ,B

m+1
k,h

)
− B

m,T
k,h (∇um+1

k,h )T

+
1

2We
B
m+1,T
k,h =

1

k

(√
Am
k,h

)T
.

At this stage, we continue as in [19, Lemma 1]. □

Remark 3.2.

(a) We start the procedure (3.8) with A0
k,h

symmetric and positive definite so that
√

A0
k,h is

well defined.

(b) We note from (3.8)4 thatAm
k,h is symmetric and

positive definite for all k andm ≥ 0.

Since the scheme (3.8) is an algebraic system of linear
equations, existence and uniqueness of solution are
equivalent. We claim that

Proposition 3.1. The system of equations (3.8) is
feasible.

Proof. It suffice to show the uniqueness of the
solution of System (3.8), which equivalent to show

that zero is the unique solution of the system:

Re
k

(
um+1
k,h ,vh

)
+ Re d(um

k,h,u
m+1
k,h ,vh)

+ 2β
(
Dum+1

k,h , Dvh

)
−
(
pm+1
k,h , divvh

)
= −1− β

We

(
B
m+1
k,h B

m,T
k,h ,∇vh

)
−
(
αum+1

τ ,k,h,vτ ,h

)
Γ
,

(
qh, divum+1

k,h

)
= 0 ,

1− β

kWe

(
B
m+1
k,h ,ψh

)
+

1− β

We
d̃(um

k,h,B
m+1
k,h ,ψh)

− 1− β

We

(
∇um+1

k,h B
m
k,h,ψh

)
+

1− β

2We2
(
B
m+1
k,h ,ψh

)
= 0 .

We take (vh, qh,ψh) = (um+1
k,h , pm+1

k,h ,Bm+1
k,h ), and

add the resulting equations. This leads to

Re
k
∥um+1

k,h ∥2 + 2β∥Dum+1
k,h ∥2 +

(
αum+1

τ ,k,h,u
m+1
τ ,h

)
Γ

+
1− β

kWe
∥Bm+1

k,h ∥2 + 1− β

2We2

∥∥∥Bm+1
k,h

∥∥∥2 = 0.

The last equation implies that um+1
k,h = 0 and

B
m+1
k,h = 0. Reporting back to the system, one gets

(pm+1
k,h , divvh) = 0 for all vh. But making use of

the inf-sup condition (see (3.1)), one has pm+1
k,h = 0.

Thus (3.8) has only one solution for all k, h. □

The main purpose of this analysis is to formulate the
discrete analog to Proposition 2.1. For that purpose,
we state the following proposition.

Proposition 3.2. Let (um
k,h,B

m
k,h,A

m
k,h) be the

discrete solution of (3.8). Assume that α is bounded
from below by δ, and β < δ < α. Then there exists a
constant c depending on Ω such that

Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,h

≤ 1

(1 + γk)m

[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+

1

γ

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ

+
c

β
max
i≥1

∥bik,h∥2 + 2

(
1

k
+

1

We

)
kd(1− β)

We2
|Ω|

)
.
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If moreover k < γ−1 =
(
min

(
cβ

Re
,
1

We

))−1
, then

Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,h

≤ exp (−mkγ/2)
[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+

1

γ

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ +

c

β
max
i≥1

∥bik,h∥2

+ 2

(
1

k
+

1

We

)
kd(1− β)

We2
|Ω|

)
.

Proof. We take (vh, qh, ψh) = (um+1
k,h , pm+1

k,h ,Bm+1
k,h )

in (3.8). One obtains

Re
2
∥um+1

k,h ∥2 − Re
2
∥um

k,h∥2 +
Re
2
∥um+1

k,h − um
k,h∥2

+ kβ
∥∥∥Dum+1

k,h

∥∥∥2 + k
(
αum+1

τ ,k,h,u
m+1
τ ,k,h

)
Γ

= −k1− β

We

(
B
m+1
k,h B

m,T
k,h ,∇um+1

k,h

)
+ k

(
αwτ ,h,u

m+1
τ ,k,h

)
Γ

+ k
(
bm+1
k,h ,um+1

k,h

)
,

1− β

We
∥Bm+1

k,h ∥2 − k
1− β

We

(
∇um+1

k,h ,Bm+1
k,h B

m,T
k,h

)
+
k(1− β)

2We2
∥Bm+1

k,h ∥2 = 1− β

We

(√
Am
k,h,B

m+1
k,h

)
,

A
m+1
k,h = B

m+1
k,h B

m+1,T
k,h +

k

We
I .

(3.12)
Adding the first two equations of (3.12) (and
maintaining the third equation) gives

Re
2
∥um+1

k,h ∥2 +
(
1 +

k

2We

)
1− β

We
∥Bm+1

k,h ∥2

+
Re
2
∥um+1

k,h − um
k,h∥2

+ kβ
∥∥∥Dum+1

k,h

∥∥∥2 + k
(
αum+1

τ ,k,h,u
m+1
τ ,k,h

)
Γ

=
Re
2
∥um

k,h∥2 + k
(
αwτ ,h,u

m+1
τ ,k,h

)
Γ
+ k

(
bm+1
k,h ,um+1

k,h

)
+

1− β

We

(√
Am
k,h,B

m+1
k,h

)
,

A
m+1
k,h = B

m+1
k,h B

m+1,T
k,h +

k

We
I .

(3.13)
But, using Cauchy-Shwarz’s, Hölder’s,
Poincare-Fredrichs’s inequality, (2.5), and Young’s

inequality yields

k
(
αwτ ,h,u

m+1
τ ,k,h

)
Γ

≤ k

2

∫
Γ
α|wτ ,h|2 +

k

2

∫
Γ
α|um+1

τ ,k,h|
2 ,

k
(
bm+1
k,h ,um+1

k,h

)
≤ k∥bm+1

k,h ∥∥um+1
k,h ∥ ≤ kc∥bm+1

k,h ∥∥∇um+1
k,h ∥

≤ kc

β
∥bm+1

k,h ∥2 + kβ

2
∥Dum+1

k,h ∥2 + kβ

2
∥um+1

τ ,k,h∥
2
Γ,

(√
Am
k,h,B

m+1
k,h

)
≤ 1

2
∥
√

Am
k,h∥

2 +
1

2
∥Bm+1

k,h ∥2

≤ 1

2

∫
Ω
tr A

m
k,h +

1

2
∥Bm+1

k,h ∥2 .

Returning to (3.13), one obtains

+
Re
2
∥um+1

k,h − um
k,h∥2 +

kβ

2

∥∥∥Dum+1
k,h

∥∥∥2
+
k

2

(
∥α∥L∞(Γ) − β

)
∥um+1

τ ,k,h∥
2
Γ

≤ Re
2
∥um

k,h∥2 +
k

2

∫
Γ
α|wτ ,h|2 +

kc

β
∥bm+1

k,h ∥2

+
1− β

2We

∫
Ω
tr A

m
k,h

and

A
m+1
k,h = B

m+1
k,h B

m+1,T
k,h +

k

We
I .

(3.14)
We take the trace on the second equation in (3.14) and
obtain that

tr A
m+1
k,h = B

m+1
k,h : Bm+1

k,h +
kd

We
=

∣∣∣Bm+1
k,h

∣∣∣2 + kd

We
.

We then deduce that

Re
k
∥um+1

k,h ∥2 +
(
1

k
+

1

We

)
1− β

We

∫
Ω
tr A

m+1
k,h

+ β
∥∥∥Dum+1

k,h

∥∥∥2 + k

2
(δ − β) ∥um+1

τ ,k,h∥
2
Γ

≤ Re
k
∥um

k,h∥2 +
1− β

kWe

∫
Ω
tr A

m
k,h +

∫
Γ
α|wτ ,h|2

+ 2
c

β
∥bm+1

k,h ∥2 +
(
1

k
+

1

We

)
kd(1− β)

We2
|Ω| .

(3.15)
By using β < δ, relation (2.5) and
Poincare-Fredrich’s inequality, (3.15) implies
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that(
Re∥um+1

k,h ∥2 + 1− β

We

∫
Ω
tr A

m+1
k,h

)
≤

[
1

1 + γk

] [
Re∥um

k,h∥2 +
1− β

We

∫
Ω
tr A

m
k,h

]
+

[
k

1 + γk

](
∥α∥L∞(Γ) ∥wτ ,h∥2Γ +

c

β
∥bm+1

k,h ∥2

+ 2

(
1

k
+

1

We

)
kd(1− β)

We2
|Ω|

)
.

(3.16)
Thus by induction (application of Lemma 3.2), (3.16)
gives

Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,h

≤ 1

(1 + γk)m

[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+ k

m∑
i=1

1

(1 + γk)i

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ +

c

β
∥bik,h∥2

+ 2

(
1

k
+

1

We

)
kd(1− β)

We2
|Ω|

)
≤ 1

(1 + γk)m

[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+

1

γ

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ +

c

β
max
i≥1

∥bik,h∥2

+ 2

(
1

k
+

1

We

)
kd(1− β)

We2
|Ω|

)
.

(3.17)
Note that exp(x/2) ≤ x + 1 if 0 < x < 1 . Hence
for k < 1

γ , one has (1 + γk)−m < exp(−mkγ/2).
Then, (3.17) becomes

Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,h

≤ exp (−mkγ/2)
[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+

1

γ

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ +

c

β
max
i≥1

∥bik,h∥2

+ 2

(
1

k
+

1

We

)
kd(1− β)

We2
|Ω|

)
,

and the proof is complete. □

In the next section, we propose a time discretization
of (3.6) based on operator splitting.

4 Time discretization of problem
(3.6): Marchuk-Yanenko’s scheme

Most current viscoelastic solvers are based on
operator splitting algorithms (see [23, 32, 24]) to
capture specific phenomena at each step and, more
importantly, to simplify computations compared
to the unsplit equations. This approach remains
applicable to the initial value problem (3.6). Indeed,
from an abstract point of view, (3.6) can be rewritten
as follows:

dψ

dt
+A1(ψ) +A2(ψ) +A3(ψ) = f ,

ψ(0) = ψ0 ,
(4.1)

where Ai are single-valued operators. To solve
(4.1) numerically, we propose a Marchuk-Yanenko
approach, which is at most first-order accurate.
However, its low accuracy is compensated by good
stability and robustness properties. It is formulated as
follows:

ψm+1/3 −ψm

k
+A1(ψ

m+1/3) = fm+1
1 ,

ψm+2/3 −ψm+1/3

k
+A2(ψ

m+2/3) = fm+1
2 ,

ψm+1 −ψm+2/3

k
+A3(ψ

m+1) = fm+1
3 ,

(4.2)

with
3∑

i=1
fm+1
i = fm+1. Applying the scheme (4.2)

to the problem (3.6), we obtain:

u0
k,h = u0h , A

0
k,h = A0h ,

for m ≥ 0, we compute (u
m+1/3
k,h ,B

m+1/3
k,h ),

(u
m+2/3
k,h , p

m+2/3
k,h ,B

m+2/3
k,h ), (um+1

k,h ,Bm+1
k,h ) and

A
m+1
k,h via the solution of:

for all (ψh,vh, qh) ∈ Zh × Vτ ,h × Mh

Step 1: linear advection equations

Re

k

(
u
m+1/3
k,h − um

k,h,vh

)
+Red(um

k,h,u
m+1/3
k,h ,vh) = 0 ,

1

k

(
B
m+1/3
k,h −

√
Am
k,h,ψh

)
+ d̃(u

m+1/3
k,h ,B

m+1/3
k,h ,ψh) = 0 .

(4.3)
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Step 2: uncoupled linear equations

Re

k

(
u
m+2/3
k,h − um+1/3

k,h ,vh

)
+ β(Du

m+2/3
k,h , Dvh)− (p

m+2/3
k,h , divvh) = 0 ,

(qh, divu
m+2/3
k,h ) = 0 ,

1

k

(
B
m+2/3
k,h − B

m+1/3
k,h ,ψh

)
+

1

4We

(
B
m+2/3
k,h ,ψh

)
= 0 .

(4.4)
Step 3: coupled linear system

Re

k

(
um+1
k,h − um+2/3

k,h ,vh

)
+ β(Dum+1

k,h , Dvh) +
1− β

We
(Bm+1

k,h B
m+2/3,T
k,h ,∇vh)

= −(α(um+1
τ ,k,h −wτ ),vτ ,h)Γ + (bm+1

k,h ,vh) ,

1

k

(
B
m+1
k,h − B

m+2/3
k,h ,ψh

)
+

1

4We

(
B
m+1
k,h ,ψh

)
− (∇um+1

k,h B
m+2/3
k,h ,ψh) = 0 ,

(4.5)
and

A
m+1
k,h = B

m+1
k,h B

m+1,T
k,h +

k

We
I . (4.6)

The scheme (4.3), (4.4), (4.5) and (4.6) allows us to
decouple the following difficulties:

1. the advection terms,

2. the incompressibility condition and the related
unknown pressure.

Remark 4.1. Operator splitting in this context should
be viewed as both a time-discretization and an
iterative scheme. It is worth noting that other splitting
schemes are possible, some of which are certainly
more accurate than the one presented above. We
believe that the scheme (4.3), (4.4), and (4.5) is one
of the simplest schemes involving three operators,
designed to satisfy the discrete analog of Proposition
2.1.

Remark 4.2. Equation (4.3) is decoupled, and the
solution (u

m+1/3
k,h ,B

m+1/3
k,h ) is well defined. Indeed,

these are algebraic linear systems, meaning that
existence and uniqueness are equivalent. To prove the
uniqueness of the solution um+1/3

k,h , we set um
k,h = 0

and take v = u
m+1/3
k,h , which leads to um+1/3

k,h = 0.
Thus um+1/3

k,h is uniquely defined. Similarly, we can
readily check that if Am

k,h = 0, then B
m+1/3
k,h =

0, ensuring that B
m+1/3
k,h = 0 is also uniquely

defined. The stiffness matrix obtained in this step is
not constant.

Remark 4.3. Equation (4.4) consists of two
completely decoupled systems of equations. First, we
solve for (um+2/3

k,h , p
m+2/3
k,h ), which corresponds to a

Stokes system for which the existence of a solution is
well known (see [16, 7]). The system of equations for
B
m+2/3
k,h is linear, and its stiffness matrix is positive

definite. Hence B
m+2/3
k,h is well defined. Moreover,

the stiffness matrices obtained for both systems are
constant. As a result, they can be factored once,
leading to computational time savings.

Remark 4.4. Equation (4.5) is linear and coupled.
The stiffness matrix is not constant, so the existence of
a solution is equivalent to its uniqueness. To establish
uniqueness, it suffices to verify that zero is the only
solution of

Re

k

(
um+1
k,h ,vh

)
+ β(Dum+1

k,h , Dvh)

+
1− β

We
(Bm+1

k,h B
m+2/3,T
k,h ,∇vh) = −(αum+1

τ ,k,h,vτ ,h)Γ ,

1

k

(
B
m+1
k,h ,ψh

)
+

1

4We

− (∇um+1
k,h B

m+2/3
k,h ,ψh) = 0 .

We take (vh,ψh) = (um+1
k,h ,Bm+1

k,h ), multiply the

second equation by
1− β

We
and then add the resulting

equations to obtain

Re
k
∥um+1

k,h ∥2 + β∥Dum+1
k,h ∥2 + (αum+1

τ ,k,h,u
m+1
τ ,k,h)Γ

+
1− β

kWe
∥Bm+1

k,h ∥2 + 1− β

4We2
∥Bm+1

k,h ∥2 = 0 .

Hence ∥um+1
k,h ∥ = ∥Bm+1

k,h ∥ = 0. Thus zero is the
solution.

The key property of the scheme (4.3), (4.4), (4.5), and
(4.6) is as follows:

Proposition 4.1. Let (um
k,h,B

m
k,h,A

m
k,h) be given by

(4.3), (4.4) and (4.5), (4.6). Assume that α is bounded
from below by δ and β < δ < α. Then there exists a
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constant c depending on Ω such that

Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,h

≤ 1

(1 + γk)m

[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+

1

γ

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ +

c

β
max
i≥1

∥bik,h∥2

+ 2
(1
k
+

1

We

)kd(1− β)

We2
|Ω|

)
.

If moreover k < γ−1 =
(
min

(
cβ

Re
,
1

We

))−1
, then

Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,h

≤ exp (−mkγ/2)
[
Re∥u0

k,h∥2 +
1− β

We

∫
Ω
tr A

0
k,h

]
+

1

γ

(
∥α∥L∞(Γ)∥wτ ,h∥2Γ +

c

β
max
i≥1

∥bik,h∥2

+ 2
(1
k
+

1

We

)kd(1− β)

We2
|Ω|

)
.

Proof. We take (vh,ψh) = 2(u
m+1/3
k,h ,B

m+1/3
k,h ) in

(4.3) and obtain

∥um+1/3
k,h ∥2 + ∥um+1/3

k,h − um
k,h∥2 = ∥um

k,h∥2 ,

∥Bm+1/3
k,h ∥2 + ∥Bm+1/3

k,h −
√

Am
k,h∥

2

= ∥
√

Am
k,h∥

2 =

∫
Ω
tr A

m
k,h ,

from which we deduce that

∥um+1/3
k,h ∥2 ≤ ∥um

k,h∥2 ,

∥Bm+1/3
k,h ∥2 ≤

∫
Ω
tr A

m
k,h .

(4.7)

We take (vh,ψh) = 2(u
m+2/3
k,h ,B

m+2/3
k,h ) and qh =

p
m+2/3
k,h in (4.4), and obtain

Re

k

(
∥um+2/3

k,h ∥2 − ∥um+1/3
k,h ∥2 + ∥um+2/3

k,h − um+1/3
k,h ∥2

)
+ 2β∥Dum+2/3

k,h ∥2 = 0,

1

k

(
∥Bm+2/3

k,h ∥2 − ∥Bm+1/3
k,h ∥2 + ∥Bm+2/3

k,h − B
m+1/3
k,h ∥2

)
+

1

2We
∥Bm+2/3

k,h ∥2 = 0,

from which we deduce that

Re∥um+2/3
k,h ∥2 + 2kβ∥Dum+2/3

k,h ∥2 ≤ Re∥um+1/3
k,h ∥2,(

1 +
k

2We

)
∥Bm+2/3

k,h ∥2 ≤ ∥Bm+1/3
k,h ∥2.

(4.8)
Replacing (4.7) in (4.8) gives

Re∥um+2/3
k,h ∥2 + 2kβ∥Dum+2/3

k,h ∥2 ≤ Re∥um+1/3
k,h ∥2 ,

1− β

We

(
1 +

k

2We

)
∥Bm+2/3

k,h ∥2 ≤ 1− β

We

∫
Ω
tr A

m
k,h .

(4.9)
Finally we take (vh,ψh) = 2(um+1

k,h ,Bm+1
k,h ) in (4.5).

One obtains

Re
(
∥um+1

k,h ∥2 + ∥um+1
k,h − um+2/3

k,h ∥2
)

+ 2kβ∥Dum+1
k,h ∥2

+ 2k
(1− β)

We
(Bm+1

k,h B
m+2/3,T
k,h ,∇um+1

k,h )

= Re ∥um+2/3
k,h ∥2 − 2k(α(um+1

k,h,τ −wτ ,h),u
m+1
τ ,k,h)Γ

− 2k(bm+1
k,h ,um+1

k,h ) ,

1− β

We
∥Bm+1

k,h ∥2 + 1− β

We
∥Bm+1

k,h − B
m+2/3
k,h ∥2

+
1− β

We

k

2We
∥Bm+1

k,h ∥2

− 2k
1− β

We
(∇um+1

k,h B
m+2/3
k,h ,Bm+1

k,h )

=
1− β

We
∥Bm+2/3

k,h ∥2 .

Now, we add these relations and discard some positive
terms to get

Re∥um+1
k,h ∥2 + 2kβ∥Dum+1

k,h ∥2 + 1− β

We
∥Bm+1

k,h ∥2

+
k

2We

1− β

We
∥Bm+1

k,h ∥2

+ 2k

∫
Γ
α|um+1

k,h,τ |
2

≤ Re∥um+2/3
k,h ∥2 + 1− β

We
∥Bm+2/3

k,h ∥2

+ 2k

∫
Γ
αum+1

k,h,τ ·wτ ,h − 2k(bm+1
k,h ,um+1

k,h )

≤ Re∥um+2/3
k,h ∥2 + 1− β

We
∥Bm+2/3

k,h ∥2

+ k

∫
Γ
α|um+1

k,h,τ |
2 + k

∫
Γ
α|wτ ,h|2

+ 2ck∥bm+1
k,h ∥(∥Dum+1

k,h ∥2 + ∥um+1
τ ,k,h∥

2
Γ)

1/2 ,
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which after Young’s inequality gives

Re∥um+1
k,h ∥2 + kβ∥Dum+1

k,h ∥2 + 1− β

We
∥Bm+1

k,h ∥2

+
k

2We

1− β

We
∥Bm+1

k,h ∥2 + k(δ − β)∥um+1
k,h,τ∥

2
Γ

≤ Re∥um+2/3
k,h ∥2 + 1− β

We
∥Bm+2/3

k,h ∥2

+ k

∫
Γ
α|wτ ,h|2 +

ck

β
∥bm+1

k,h ∥2 .
(4.10)

Finally, the asserted result is obtained by using (4.9),
(4.10), the relation∫

Ω
tr A

m+1
k,h =

∫
Ω
|Bm+1

k,h |2 + kd

We
|Ω| ,

and lemma 3.2. □

5 Numerical simulations
In this section, we present numerical simulations
performed using FreeFem++ [25]. The primary
goal is to computationally demonstrate that the
schemes (3.8) and (4.3)–(4.6) preserve the energy
properties stated in Proposition 3.2 and Proposition
4.1, respectively. In the results that follow, the
scheme (3.8) is referred to as the semi-implicit
scheme, while (4.3)–(4.6) is called Scheme 1. We
evaluate the performance of our new schemes using
the lid-driven cavity flow, a well-known benchmark
for flow problems.
We present two test cases. In the first, we consider
a nonzero external source b, and in the second, we
examine the lid-driven cavity. In both cases, we
consider the square domain Ω = (0, 1)2, where each
edge is divided into N segments of equal length.
Consequently, the corresponding mesh contains 2N2

elements.

5.1 First test case
We begin by setting N = 30 and considering the
following external force:

b =

(
(1 + tanh(t))x2(x− 1)2y2(y − 1)2

e−txy

)
.

The initial values of the velocity and the elastic stress
are set to u0 = 0 and E0 = 0.2I . Additionally,
wτ = w ·τ wherew = (0.2, 0) on the top and bottom
boundaries, and w is identically zero on the left and
right sides.
We begin by comparing the semi-implicit scheme
(3.8) to Scheme 1. Figure 1 illustrates the evolution
of the first velocity component u1 at the point
(0.25, 0.25) and the energy

Em = Re∥um
k,h∥2 +

1− β

We

∫
Ω
tr A

m
k,hdx

over time, for k = 0.002, Re = 1, We = 1, β = 0.5
and α = 1, , with a final time T = 100. The results
indicate that the two schemes produce very similar
outcomes.

Figure 1: Comparison of u1 (up) and Em (down)
between the scheme (3.8) and scheme 1 (k=0.002,
Re=1,We=1, β = 0.5, α = 1)

Next, we examine the dependency of energy with
respect to Re for k = 0.002,We = 1, β =
0.5 and α = 1. Figure 2 shows the evolution
of energy Em with respect to the time for various
values of Re using scheme (3.8). We observe that all
energy curves exhibit a decay and remain similarly
bounded. Moreover, Em decreases more slowly as
the Reynolds number increases, a behavior that is also
supported by Proposition 3.2.

Figure 2: Em for (3.8) with respect to time
for Re=1,5,10,15,20,50,100 (k=0.002, We=1, β =
0.5, α = 1).

Furthermore, to analyze the performance of the
algorithms for large Reynolds numbers, Figure 3
presents a comparison of the energyEm between (3.8)
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and Scheme 1 for Re=1000,2000,3000, N = 60,
k = 0.005 and T = 500. We observe that for
each Reynolds number, the results obtained with the
semi-implicit scheme (3.8) and Scheme 1 remain very
close.

Figure 3: Em for (3.8) and scheme 1 with respect to
time for Re=1000,2000,3000 (k=0.005, We=1, β =
0.5, α = 1).

5.2 Lid Driven cavity
In this paragraph, we present the numerical results
for the Lid-Driven Cavity Oldroyd-Bmodel under the
slip boundary condition (1.1)–(1.5). This is a widely
studied example that has been analyzed in various
contexts in [30, 31, 32, 1]. The fluid is confined in
the xy-plane with (x, y) ∈ (0, 1)2 , and the velocity
u satisfies u · n = 0 on Γ. On the boundary {y =
1 , 0 < x < 1} we have

(Tn)τ =
(
8(1 + tanh(t))x2(x− 1)2, 0

)T (5.1)

while the slip boundary conditions (Tn)τ + uτ = 0
(with α = 1 and w = 0) is imposed on all other
boundaries. Thus, the flow starts smoothly. It is
observed that when t is sufficiently large, (Tn)τ
reaches its maximum value (1, 0)T at the center
x = 1/2. This boundary condition prevents the
formation of local singularities at the top-right and
top-left corners. The initial condition for the elastic
stress is E0 = 0.2I, and We=1. In all the numerical
results presented in this section, we set N=60,
k=0.005, α = 1, β = 0.5 and b = 0.

First, we compare the first element a11 of the tensor
Am

k,h, the first component u1 of the velocity u =

(u1, u2) , and the energyEm at the point (0, 25, 0.25)
between (3.8) and Scheme 1 for Re = 1. Figures 4, 5,
and 6 demonstrate that in this test, (3.8) and Scheme
1 exhibit the same behavior and are very close.
Furthermore, we show in Figure 7 and 8 the first and
second components (u1 and u2) of the velocity u at
the vertical line x = 0.5 (with respect to y) and for
t = 5 by using Scheme (3.8).

Figure 4: Comparison of a11 between the scheme
(3.8) and scheme 1 for k=0.005, Re=1, We=1, β =
0.5, α = 1

Figure 5: Comparison of u2 and Em between the
scheme (3.8) and scheme 1 for k=0.005, Re=1,We=1,
β = 0.5, α = 1

Figure 6: Comparison of Em between the scheme
(3.8) and scheme 1 for k=0.005, Re=1, We=1, β =
0.5, α = 1

Figure 7: First component u1 of the velocity by using
Scheme (3.8) with T=5, k=0.005, Re=1, We=1, β =
0.5, α = 1
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Figure 8: Second component u2 of the velocity by
using Scheme (3.8) with T=5, k=0.005, Re=1, We=1,
β = 0.5, α = 1

Next, we present comparisons for large Reynolds
numbers. Figures 9 and 10 show comparisons of
the energy Em between (3.8) and Scheme 1 for
Re=1000,2000 and T=500. We observe good stability
in the algorithms, as the asymptotic results are very
close.

Figure 9: graphEm for the scheme (3.8) and scheme 1
with respect to time for Re=1000 and k=0.005,We=1,
β = 0.5, α = 1).

Figure 10: graphEm for the scheme (3.8) and scheme
1 with respect to time for Re=2000 and k=0.005,
We=1, β = 0.5, α = 1).

Furthermore, Figures 11 show the stream function
ψ ∈ H1

0 (Ω) such that u = curlψ for Re = 1000,
t = 5, 10, 20, 50 with (3.8).

IsoValue
6.50181e-005
0.000195054
0.00032509
0.000455127
0.000585163
0.000715199
0.000845235
0.000975271
0.00110531
0.00123534
0.00136538
0.00149542
0.00162545
0.00175549
0.00188552
0.00201556
0.0021456
0.00227563
0.00240567
0.00253571

IsoValue
0.000108714
0.000326143
0.000543571
0.000761
0.000978428
0.00119586
0.00141329
0.00163071
0.00184814
0.00206557
0.002283
0.00250043
0.00271786
0.00293529
0.00315271
0.00337014
0.00358757
0.003805
0.00402243
0.00423986

IsoValue
0.000159091
0.000477274
0.000795457
0.00111364
0.00143182
0.00175001
0.00206819
0.00238637
0.00270456
0.00302274
0.00334092
0.0036591
0.00397729
0.00429547
0.00461365
0.00493184
0.00525002
0.0055682
0.00588639
0.00620457

IsoValue
0.0001967
0.000590101
0.000983501
0.0013769
0.0017703
0.0021637
0.0025571
0.0029505
0.0033439
0.0037373
0.0041307
0.0045241
0.0049175
0.0053109
0.0057043
0.00609771
0.00649111
0.00688451
0.00727791
0.00767131

Figure 11: stream function ψ for Re=1000 and for t =
1 (First figure), t = 10 (Second figure), t = 20 (Third
figure) and t = 50 (Fourth figure).
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Algorithms comparison Let us now compare
the CPU time between the semi-implicit scheme
and Scheme 1. For this, we consider Re=1,We=1,
β = 0.5, α = 1, T = 10 and k = 0.005, and compute
the CPU time for both algorithms. Table 1 shows that
the semi-implicit scheme is faster than Scheme 1. In
fact, upon closer inspection of the two algorithms,
we observe that the matrices to be assembled are the
same at each iteration, but the difference lies in the
resolution level. The number of unknowns in (3.8)
(semi-implicit scheme) is of the order 15N2, while
the unknowns for only the third step of Scheme 1 is
of the order 14N2 (the difference being the pressure).
We should note that for Scheme 1, there are also the
first two steps where the number of unknowns is
relatively large. This is why, in our opinion, in this
particular case where the velocity and pressure are
approximated with the Taylor-Hood elements, and
the stress P0 element, the semi-implicit scheme is
faster than Scheme 1.

scheme (3.8) scheme 1 The quotient:

h CPU time (s) CPU time (s) (Scheme 1)
(Semi-implicit)

1/30 1166 1403 1.20
1/40 2056 2576 1.25
1/50 3337 4085 1.22
1/60 4710 5824 1.23
1/70 6638 8223 1.23

Table 1: Performances of the Semi-implicit scheme
(3.8) and scheme 1 on the Lid Driven for Re=1,We=1,
β = 0.5, k = 0.005, α = 1, T = 10

5.3 Conclusion and future directions
The objective of the present work is to propose
reliable numerical schemes for the simulation of
the Oldroyd-B model with Navier’s slip boundary
conditions. These formulations are based on a
suitable factorization of the conformation tensor,
which allows the derivation of an energy decay for
the Oldroyd-B model. Such an estimate indicates,
among other things, that the numerical schemes are
stable. One of the main advantages of the schemes
presented in this work is the possibility to adapt the
time mesh with respect to Re, We, thus increasing
the stability region. A stability analysis reveals that
the size of the time step required for both schemes to
decay exponentially is the same.
For the simulations presented in this article, two
numerical experiments are performed: the first
one numerically illustrates the decay of the energy
Em with respect to time tm, and the second one
shows the effectiveness of the proposed schemes
in a benchmark problem, namely the driven cavity.

The simulations demonstrate that both methods
confirm the predictions of the theory. However,
in terms of CPU time, the semi-implicit method
appears to be superior to the method based on
the Marchuk-Yanenko splitting algorithm. This is
unusual, as in general, the splitting method is used to
reduce CPU time. The main constraint in this task is
to have a scheme that mimics the decay of the energy.
Hence, the subdivisions in the splitting method
presented are chosen accordingly. The current
methodology should be further extended, particularly
by: (i) devising an adapted discretization strategy,
(ii) developing a competitive splitting approach that
mimics the decay of the energy, (iii) devising a
scalable solver, (iv) considering log-decomposition,
which is possible since the conformation tensor is
symmetric and positive definite, (v) developing an
adapted discretization strategy for non-Newtonian
fluids at high Weissemberg numbers, (vi) considering
more realistic fluids, such as blood flow through a
stenotic channel.
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