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Abstract: Computer Assisted Diagnosis (CAD) and 

Artificial Intelligence (AI) are hot topics in the field of 

medical imaging. Recently, many methods have been 

proposed. In this research work, a novel mammography 

image classifier based on Kernel Extreme Learning 

Machine (KELM) and Kernel Principal Component 

Analysis (KPCA) is presented. The proposed algorithm, 

called KELM-KPCA, aims to detect breast tumors by 

classifying mammographic images. The system first used 

discrete Tchebichef transform (DTT) to extract features 

from the images. After normalization of the feature 

vectors, the kernel principal component analysis (KPCA) 

is applied to reduce the dimensionality of the features. The 

reduced characteristics were then subjected to 

classification by KELM. The k-factor cross-validation 

strategy was used to improve the generalization of the 

proposed algorithm. The Mammographic Image Analysis 

Society (MIAS) dataset is used in this work. The 

simulation results were compared to the existing 

algorithms and it was observed that the proposed work 

outperforms other algorithms. Work on the same dataset 

in terms of accuracy, F-score, sensitivity and specificity. 

Keywords— Mammography, CAD, classification, machine 

learning, KPCA 

I. INTRODUCTION  

 Cancer is a problem of extreme significance with 

social and financial implications to the public health. 

Different kinds of cancers have been already reported 

in literature and can be classified by the type of cells 

that are initially affected. Breast cancer is one of the 

most common cancer along with lung and bronchus 

cancer, prostate cancer, colon cancer, and pancreatic 

cancer among others [1].  

Early detection of breast cancer can be achieved by 

mammography techniques which allow the 

visualization of tissue structure of the breast. 

Computer assisted diagnosis (CAD) of mammograms 

attempts to help radiologists providing an automatic 

procedure to detect possible cancers in mammograms 

[2-11].  

The utilization of data science and machine learning 

approaches in medical fields proves to be prolific as  

 

 

such approaches may be considered of great 

assistance in the decision making process of medical 

practitioners. With an unfortunate increasing trend of 

breast cancer cases, comes also a big deal of data 

which is of significant use in furthering clinical and 

medical research, and much more to the application 

of data science and machine learning in the 

aforementioned domain. 

The presented work aims at developing a CAD model 

which can classify the mammograms as normal or 

abnormal, and further, benign or malignant 

accurately. In the present model, a contrast limited 

adaptive histogram equalization (CLAHE) is used for 

image preprocessing and the discrete Tchebichef 

transform (DTT) to extract the characteristics of the 

ROIs. In order to reduce the size of the feature vector 

and simplify the classification, a core PCA (KPCA) 

is used, which reduces the number of redendants 

features. Extensive experiments are performed on one 

widely used mammogram dataset, namely, 

Mammographic Image Analysis Society (MIAS) [12] 

to justify the usefulness of the proposed work. 

Further, the performance of the proposed scheme is 

compared with that of the state-of-the-art approaches. 

The structure of this paper is as follows. Section 2 

deals with the proposed scheme, where extraction of 

features, dimensionality reduction is discussed in 

detail. Classification algorithms used are presented in 

section 3. We illustrate the results of our work in 

section 4. Finally, section 5 presents a conclusion of 

this study as well as a general discussion of the 

results obtained. 

II. METHODOLOGY  

A. Dataset used  

The MIAS database of Mammographic Image 

Analysis Society, London, UK, is used in the present 

work. The database consists of 322 mammogram 

images of left and right breasts with mediolateral 

oblique (MLO) view.  

All the images are in gray-scale format having the 

dimension of 1024×1024 pixels. Out of 322 images, 
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207 images are of normal (N) category and 115 

images are of abnormal (A) category.  

TABLE 1.  NUM BER OF TRAINING AN D TESTING IM AGES  

Total number of images 

 

Normal 

Abnormal 

Malignant Benign 
Training 

set (80%) 

165 42 49 

Testing 

set (20%) 

42 11 13 

Total 207 53 62 

The abnormal category is further divided into six 

classes: calcification,well-defined / circumscribed 

masses, spiculated masses, architectural distortion, 

asymmetry and other ill-defined masses. In the 

present work, all the six types of abnormalities are 

considered as an abnormal category for classification 

problem.  

B. Dataset Preprocessing 

Pre-processing is considered to be a vital step before 

performing any further modules in a CAD system. 

The fundamental improvement needed in 

mammography is an increase in contrast. The 

contrast between malignant tissue and normal dense 

tissue may be present on a mammogram, but below 

the threshold of human perception. Several methods 

for improving image contrast have been proposed in 

the literature.  

Hence, in the present work, initially, we apply, 

manually, a cropping operation to the original 

mammograms which contains background, muscle, 

and the label (fig 1). This information can be seen as 

noise in the process of classification. The desired 

ROIs have a size of 127 * 127 pixels. 

In case of abnormal (malignant or benign) 

mammograms, the cropping is done using the given 

ground truth information about the position and 

radius of the abnormal regions. However, for normal 

mammograms, cropping is done on any arbitrary 

location to get the Region of Interest (ROI). 

Pre-processing of the ROIs is considered to be a vital 

step before performing any further modules in a CAD 

system. As some of the images collected from the 

datasets are of low contrast, so it is required to 

enhance the contrast of such images. Hence, in the 

present work, contrast limited adaptive histogram 

equalization (CLAHE) [13] is utilized to improve the 

quality of the low-contrast images. 

CLAHE has produced good results on medical 

images. This method is formulated based on dividing 

the image to several non-overlapping regions of 

almost equal sizes. This method applies histogram 

equalization to a contextual region. Each pixel of 

original image is in the center of the contextual 

region.  

 

Fig.1. Enhancement results for mammogram image, First 

row: normal (a), malignant(with cancer) (b). Second row: 

Results for the corresponding enhanced Images 

The original histogram is clipped and the clipped 

pixels are redistributed to each gray level. The new 

histogram is different with ordinary histogram, 

because each pixel intensity is limited to a user-

selectable maximum. So CLAHE can limit the noise. 

C. Features extraction and dimensionality reduction 

 Discrete Tchebichef Transform ( DTT) 

Image moments have been exploited largely in 

several computer vision and related applications, 

such as pattern recognition.  Moments are the scalar 

values utilized to represent a function (image), 

indicating important properties of the image. The 

moments are either categorized as non-orthogonal or 

orthogonal based on the nature of the corresponding 

basis functions. Zernike and Legendre moments use 

continuous orthogonal polynomials as basic 

functions. Since the Zernike and Legendre 

polynomials are defined only inside the unit circle, 

the computation of those moments requires a 

coordinate transformation and suitable approximation 

of the continuous moment integrals. Discrete 

orthogonal moments such as the tchebichef moments 

[14] are directly defined in the image coordinate 

space and preserve the property of orthogonality in a 

moment set. Discrete tchebichef moments (DTM) are 

thus expected to perform better than continuous 
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moments, particularly in applications requiring 

independent shape characteristics. DTM are 

determined by projecting the input image on to a set 

of tchebichef polynomials. 

  Kernel Principal Component Analysis 

(KPCA) 

Kernel principal component analysis (KPCA) is an 

extension of principal component analysis [15]. It is 

normally applied for dimensionality reduction of 

features.  

The classical PCA method performs well only on 

linear processes, a nonlinear PCA technique called 

kernel PCA (KPCA), has been developed by [16] and 

widely used to model various nonlinear processes 

[17,18]. KPCA maps the original inputs into a high 

dimensional feature space using a kernel method. In 

this work, we used KPCA [19] method that reduced 

the size of the image. 

III. CLASSIFICATION  ALGORITHMS 

A. ELM  

Extreme learning machine (ELM) is a type of single 

hidden layer feed-forward network (SLFN) proposed 

by [20]. In ELM, the used structure is a typical SLFN 

structure which consists of an input layer, a hidden 

layer, and an output layer such as: For training 

samples  𝑋 = {𝑥𝑖, 𝑦𝑖}𝑖=1,…𝑁 where  𝑥𝑖 =

[𝑥𝑖1 , 𝑥𝑖2 , … , 𝑥𝑖𝑛]𝑇 ∈  𝑅𝑛   , 𝑦𝑖 =

[𝑦𝑖1 , 𝑦𝑖2 , … , 𝑦𝑖𝑚]𝑇 ∈  𝑅𝑚}𝑖=1,…,𝑁 where N is the 

number of instances, d is the dimension, m is the 

number of output nodes. For regression problems m 

= 1, while for classification problems m is the 

number of categories, classes or labels. The output 

function of ELM for SLFNs with L hidden layer 

nodes is given by: 

𝑓(𝑥𝑖) = 𝑦𝑖 = ∑ 𝛽𝑗  ℎ(𝑤𝑗 . 𝑥𝑖

𝑘

𝑗=1

+ 𝑏𝑗)         𝑖 = 1, … , 𝑁 (1) 

Where 𝑤𝑗 = [𝑤𝑗1 , 𝑤𝑗2 , … , 𝑤𝑗𝑛] is the weight vector 

connecting the input neurons to the jth hidden neuron, 

𝛽𝑗 = [𝛽𝑗1 , 𝛽𝑗2 , … , 𝛽𝑗𝑚]𝑇 is the weight vector 

connecting the output neuron to the jth hidden neuron, 

k is the number of hidden neurons in the hidden 

layer, 𝑏𝑗 is the bias of the jth hidden neuron, 

𝑤𝑗. 𝑥𝑖 indicates the inner product of 𝑤𝑗 and  𝑥𝑖 , and 

ℎ is a sigmoid function. 

Equation (1) can be written in a matrix format as: 

𝐻𝛽 = 𝑌 Where H is the hidden layer output matrix 

of the neural network: 

𝑯 = [
ℎ(𝑤1. 𝑥1 + 𝑏1) ⋯ ℎ(𝑤𝑘 . 𝑥1 + 𝑏𝑘)

⋮ ⋱ ⋮
ℎ(𝑤1. 𝑥𝑁 + 𝑏1) ⋯ ℎ(𝑤𝑘 . 𝑥𝑁 + 𝑏𝑘)

]

𝑵×𝒌

          (2) 

With   𝛽 = (

𝛽1
𝑇

....

𝛽𝑘
𝑇
)

𝑘×𝑚

𝛽 = 𝐻+𝑌   and     𝑌 = (

𝑦1
𝑇

....

𝑦𝑘
𝑇

)

𝑁×𝑚

 

Where 𝐻+represents the Moore-Penrose pseudo-

inverse [21] of H such as:𝐻+ = (𝐻𝑇 . 𝐻)−1. 𝐻𝑇 

So the output of ELM is:  

𝑓(𝑥) = ℎ(𝑥)𝛽 = ℎ(𝑥) (
𝐼

𝐶
+ 𝐻𝑇  𝐻)

−1

𝐻𝑇𝑌          (3)                                                                           

B. Kernel Extreme Learning Machine  (KELM) 

As for ELM with kernels, it obtains a better 

regression and classification accuracy by introducing 

kernel. As proposed in [22], if ℎ(𝑥)is unknown, i.e., 

an implicit function, one can apply the Mercer’s 

conditions on ELM, and define a kernel matrix for 

ELM that takes the form: 

𝐾𝐸𝐿𝑀 = 𝐻𝐻𝑇:  𝐾𝐸𝐿𝑀(𝑖, 𝑗) = ℎ(𝑥𝑖). ℎ(𝑥𝑗) =

𝐾(𝑥𝑖, 𝑥𝑗)   (4) 

In KELM    𝐻 = [ℎ(𝑥1)𝑇   …  ℎ(𝑥𝑁)𝑇]𝑇  represents 

hidden layer output matrix which maps data 𝑥𝑖 from 

the input space to the hidden layer feature space and 

it is irrelevant to target value 𝑦𝑖and number of output 

nodes m. The kernel matrix 𝐾𝐸𝐿𝑀 = 𝐻𝐻𝑇 is related 

only to input data 𝑥𝑖 and number of training samples 

N, for regression, binary classification and multi 

class classification. Then, the output function of 

ELM classifier (Eq 3) can be written compactly as:   

𝑓(𝑥) = ([
𝐾(𝑥, 𝑥1)

⋮
𝐾(𝑥, 𝑥𝑁)²

]

𝑇

(
𝐼

𝐶
+ K𝐸𝐿𝑀)

−1

𝑌)                 (5) 

TABLE 2   TWO COMMON KERNELS WI TH THEIR FORMULA 

AND PARAM ETERS  

Name  Formula and parameters  

Radial Basis 

Function 

Kernel 

𝐾𝜎(𝑥, 𝑦) = 𝑒𝑥𝑝 (−
1

2

‖𝑥 − 𝑦‖2

𝜎2 ) 

𝜎: parameter of Rbf  kernel 

Wavelet 

Kernel 𝐾𝑤(𝑥, 𝑦) = 𝑐𝑜𝑠 (𝑤1

‖𝑥 − 𝑦‖

𝑤2

) 𝑒𝑥𝑝 (−
‖𝑥 − 𝑦‖2

𝑤3

) 

𝑤1, 𝑤2, 𝑤3 : Parameters of wavelet kernel 
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IV. EXPEREMENTAL RESUTS AND ANALYSIS 

A. Statistical analysis 

In order to show the effectiveness of our approach, 

objective evaluation criteria are measured: 

sensitivity, specificity and accuracy. They are 

described below. The definition of TP, FN, FP and 

TN are illustrated in Table 3. 

TABLE 3:   DEFINITION OF TP,  FN,  FP  AND TN 

 Total population Predicted class 

  Abnormal Normal 

True class Abnormal TP    FN 

Normal FP    TN 

Where TP and TN respectively mean True Positive 

and True Negative, which determine the number of 

abnormal (cancerous) cases classified as such (TP) 

and the number of normal (non-cancerous) cases 

classified as such (TN). FP and FN respectively 

denote False Positive and False Negative, which 

represent the classification of abnormal cases in 

normal cases (FN) and normal cases in abnormal 

cases (FP). The specificity (Sp) of a classifier 

measures the ability to correctly detect normal cases, 

while the definition of the sensitivity (Se) is given as 

the rate of True positive instances and False Negative 

instances that have been classified as True Positive. 

This measure is used in the medical field as it gives 

knowledge about the number of cases that are 

correctly identified either as malignant or as benign. 

It is the ability of the model to find all the relevant 

cases in the dataset. 

TABLE 4:    EVALUATION CRITERIA  

Indices Calculation Equations 

Sensitivity 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Specificity 𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

F_score 2 ×
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
×

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
÷ (

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
+

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
) 

B. Results and discussion  

The proposed CAD model is experimented with the 

standard reference dataset MIAS. A total of 310 

images have been collected from MIAS. The 

collected images are first classified as normal or 

abnormal, then benign or malignant using the 

proposed CAD system. The performance of the 

proposed model is evaluated according to different 

performance measures, namely sensitivity, specificity 

and success rate (ACC). Before the feature extraction 

module, ROIs are segmented from unnecessary 

background regions using trimming. Using the truth 

information on the ground regarding the coordinates 

of anomalies in the images, 127 × 127 size ROIs are 

generated. After cropping, the ROIs are pretreated 

with CLAHE to improve the contrast. Then, the DTT 

technique is applied to the extracted ROIs to obtain 

the characteristic matrix. By applying DTT, we 

obtain a matrix of characteristics of size s × F, where 

s and F respectively indicate the number of ROI and 

the number of characteristics generated. In this work, 

252 numbers of entities (F) are generated from DTT, 

which is quite important. Thus, in order to reduce the 

size of the feature vector and simplify the 

classification, KPCA is used, which reduces the 

number of features by preserving 95% of the variance 

of the original data. The reduced functionality is 

transmitted to the four ML algorithms to classify 

mammograms as normal or abnormal, followed by 

benign or malignant after initialization of the 

classifier parameters (table 5).  

The performance of KPCA is evaluated in term of the 

threshold (T). The threshold (T) is an important 

parameter in KPCA and it represents the variance 

explained approximately of the total variance of the 

data. We compared the results at T of 60, 70, 80, 90, 

95, and 99%, respectively (fig 2,3). 

 
Figure 2: Performance evaluation of KELMWAV 

The best result was obtained when we used 95% of 

the variance explained approximately of the total 

variance of the data (threshold T) using KELMRBF 

and KELMWAV classifier. 

ISSN: 2766-9823 Volume 2, 2020

95



 
Fig.3: Performance evaluation of KELMRBF 

TABLE5.  CONFIGURATION OF THE CLASSIFIERS USED TO 

PERFORM THE TESTS . 
Classifier   parameters 

ELM Activation function: hard limit . 

Number of neurons in the hidden 

layer =250 

KELMRBF Parameter of RBF kernel    𝜎 = 0.7 

KELMWAV Parameters of wavelet kernel: 
 𝑤1 = 0.35, 𝑤2 = 0.1, 𝑤3 = 2 

In order to show the effectiveness of our approach, 

objective evaluation criteria are measured:  Accuracy, 

sensitivity, specificity, F_score. They are described in 

table 4. The definition of TP, FN, FP and TN are 

illustrated in Table 3. For all the configurations, we 

performed tests for N/A classification (table 6) and 

M/B classification (table 7). Tables 6 and 7 show the 

results of accuracy, specificity and F_score of 

different classifiers obtained for N/A and M/B 

classification, respectively. Based on the tables 

above, it was verified that when using KELMRBF and 

KELMWAV we obtained better results. On the other 

hand, ELM showed to be more efficient in the cases 

N/A and M/B classification category using MIAS 

mammography database. 

 

TABLE 6  CLASSIFICATION RESULT S OF DIFFERENT 

CLASSIFIERS FOR N/A  CLASSIFICATION  

 

Based on the table above, it was verified that when 

using RBF kernel of KELM (KELMRBF) we obtained 

better results of N/A and M/B classification, which 

were 100% of accuracy, 100% of specificity,100% of 

sensitivity and a F_score of 100%, for the N/A and 

M/B classification. 

On the other hand, KELMWAV classifier showed to be 

more efficient in the case of the N / A classification 

where it gave 99.35% of accuracy, 99% of 

specificity, 100% of sensitivity and an F_score of 

99% than in the case of the M / B classification 

where it has given 98.18% accuracy, 96% specificity, 

100% sensitivity and an F_score of 98%. 

TABLE 7   CLASSIFICATION RESULT S OF DIFFERENT 

CLASSIFIERS FOR M/B  CLASSIFICATION  

 
TABLE 8  COM PARISON OF THE PRO POSED CAD  WITH OTHER 

CLASSIFIERS  

References Database 

used 

Classificati

on Method 

Accuracy 

(%) 

[24] MIAS SVM 96.5 

[25] MIAS SVM 92.85 

[26] DDSM IGWO-

ELM 

99.5 

Proposed 

methodology 
MIAS 

ELM 
82.26 ( N/A) 

81.18 (M/B) 

KELMRBF 
100 ( N/A) 

100 (M/B) 

KELMWAV 
99.35 ( N/A) 

99.18 (M/B) 

 

V. CONCLUSION AND FEATURE WORKS   

In this work, we proposed an efficient method for the 

detection of breast cancer in mammographic images. 

The classification rate was obtained using Kernel 

PCA and KELM. The confusion matrix obtained by 

classification gives, 100% as classification rate, 

100% as sensitivity rate and 100% as specificity rate 

on the MIAS mammographic image dataset. From 

Methods Evaluation Criteria 

Acc 

(%) 

Sp Se F_score Test-

time (s) 

 ELM 82.2

6                   

0.72 1 0.5     0.0016 

KELMRBF 100 1 1 1 0.004 

KELMWAV  99.3

5 

0.99 1 0.99 0.009 

Method

s 

Evaluation Criteria 

Acc 

(%) 

Sp Se F_score Test time 

(s) 

 ELM 81.8                   0.67 1 0.74     0.0008 

KELMR

BF 

100 1 1 1 0.004 

KELMW

AV  

98.18 0.96 1 0.98 0.009 
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the above results, we can conclude that the 

introduction of Kernel ELM as a feature extraction 

technique gives higher rates of precision, sensitivity 

and specificity than other popular methods used in 

recent literature. However, we believe that increasing 

the dataset would provide more representative results 

for pre-diagnosis. So, in future work we will develop 

a method that can be used to achieve higher results 

for a large mammographic dataset, the technique of 

deep learning can also be explored. 
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