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H,, based on Type-2 Adaptive Fuzzy Tracking Control Design for
PMDC Motor with Dead-Zones

Tzu-Sung, Wi, Mansour Karkoub, Wen-Shyong Yu, and Ho-Sheng Chen

Abstract—In this paper, a type-2 adaptive fuzzy tracking Mode control [7, 8] and the authors also proposed an interval
control (T2AFC) via Ho. control algorithm is developed for type-2 fuzzy neural network (IT2FNN) [9].
permanent magnet DC (PMDC) motor systems with dead-zone Type-2 adaptive fuzzy logic system (T2AFC) have recently

nonlinearity, plant uncertainties, and external disturbances. The b tilized i trol due to their abilit
type-2 fuzzy dynamic model with adaptation capability is used een utlized In many control processes due 1o their ability

to approximate the PMDC motor system, where the weighting t0 model uncertainties [10, 11]. Similar to a type-1 adaptive
factors of the fuzzy model are obtained from both of the fuzzy logic system (T1FALS), T2AFC includes a fuzzifier, a

fuzzy inference and online update law. Then, the control law is ryle base, a fuzzy inference engine, an output processor of
developed based on Lyapunov criterion and Riccati-inequalities type-reducer and defuzzifier, and is also characterized by IF-

to overcome the nonlinearities and external disturbances such THEN rul but it t dent t set t
that the uniform ultimate boundedness (UUB) of all signals in rules, but Its antecedent or consequent sets are type-

the closed loop andH., tracking performance are achieved. The 2. The uncertainty in the primary memberships of a type-2
advantage of employing T2AFC is that it can better handle the fuzzy set, and consists of a bounded region that is called the

vagueness or uncertainties inherent in linguistic words by the use footprint of uncertainty (FOU). Furthermore, to simplify the
of fuzzy membership functions with adaptation to track the the computation, the secondary (MFs) can be set to either zero or

specified reference inputs by linear analytical results instead of -
estimating non-linear system functions as the system parameters ©N€ and called interval type-2 secondary MFs. In [12]-[14],

are unknown. Finally, a PMDC motor systems is used as an the authors proposed an interval type-2 TS fuzzy logic system
example to illustrate the validity and confirm the performance (IT2TSFLS) for the adaptive tracking control to confront

of the proposed scheme. uncertainties in the inference mechanisms, and to design the
Keywords-Permanent magnet DC motor systems, typeadiaptive laws with compensate the interconnection effects and
adaptive fuzzy logic systent/. tracking performance, dead-the reconstruction errors for a permanent magnet synchronous
zone. motor (PMSM) [15]. Therefore the T2AFC that are based
on type-2 fuzzy sets has the potential to produce a better
|. INTRODUCTION performance than T1FALS when dealing with uncertainties

PMDC motor systems have been extensively used in co?HCh as noisy data and changing environments.

trol systems applications, e.g. automobile industry (eIectriﬁInpUt dead-.zone nonlinearity IIIS a commoanhenomenon
vehicle), weak power using battery system (motor of toy at appears in actuators as well as sensors. However, some

and the electric traction in the multi-machine systems, e arameters, e.g., the maximum and the minimum .values (,Jf
From the control point of view, PMDC motor systems exhib ead-zone slopes, have to be known for control design and in

excellent control characteristics because of the decoupfér&ler to |nvest|gaj[e_ the key features of the dead-zone in the
nature of the field. Over the past decades, many techniqﬁQQtrOI problems, it is assumed that the slopes of the dead-zone

have been developed for the PMDC motor systems contrBl€ the same. As a result, how to deal with these nonlinearities
some of these methods were based on classical and & ains a practically challenging problem for the design of

intelligent approaches. In [3], the authors proposed a hig osed-loop controller for the PMDC motor systems drives,

order neural network functions (HONNFs) are used for ﬂfespecially where a high dynamic performance requirement is

neuro-fuzzy indirect control of nonlinear dynamical systemﬁ??ortam in many industrial processes, its presence severely
which comprises two interrelated phases: first the identificati [ﬂ'ts system pe_rformance, and many scholars ry to use
ifferent ways to improve the performance of control systems.

of the model and second the control of the plant. Also, [

was used novel motor drive system proposed in this pad r[16’ 171, the authors proposed a rqbust adaptive neural
will be based on model reference adaptive control (MRA%etwork (NN) control_ baseo_l ba_cksteppmg control [18]-[20]
structure. A load torque observer using the model referen]c % Eli_ class of uncerta_ua mukluple-lnput-mlulnplcf?fio_utput MIMO
adaptive system is employed to obtain the better performarﬂ%] Inear systems with un hown control coe |C|_ent matnce;.
from the brushless dc motor in a precision position contrdl esuccess.of the approac_h in[21] proposedarlgorous ‘F'es'g”
[5] and application to chaotic PMDC Motor systems DriVegrocedure with p_roofs is given that re§ults in a prpportlonal
[6]. Hence, there has been a growing interest in studying tH‘gegral (P1) tracking loop with an adaptive fuzzy Io_glc system
problems of stability for non-linear systems, including inding'—n the feedforward loop for d_ead-z_o_ne compensation, but als_o
more challenging hard nonlinearities such as the uncertain

Department of Mechanical Engineering, Texas A & M University at Qatar.mnlim':'ar time'delay functions [22]- )
t zu- sung. wu@at ar . t anu. edu To attenuate the effects caused by unmodelled dynamics,
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uncertainties and disturbances, we adopt an T2AFC of the
PMDC notor systems with dead-zone nonlinearity at the input
of a linear plant to achievél,, tracking performance. First, a
PMDC motor systems is approximated by the Takagi-Sugeno
(T-S) type fuzzy linear models with adaptation capability. In
order to reduce the effect of dead-zone nonlinearity, a new
model for dead-zone is developed and used in any conventional
controllers, uncertainties and, external disturbances such that
the H., tracking performance is achieved. The advantage
of employing T2AFC is that we can utilise the linguistic
information by setting the MFs of fuzzy logical system and Fig. 1. The dead-zone with uncertaintiés (u, ).

the adaptation parameters to force the model uncertainties and

plant parameters to track the the specified values for using

linear analytical results instead of estimating non-linear system — Az, +B, (f, LAf +G,®, (u)+ di) ©
functions as the system parameters are unknown, and the ' '

system input is with dead-zone. Thus, a parameter estimatighere

scheme applicable to the T2AFC and controllers for stabilizing el [u, 0 10 0 0
nonlinear systems with dead zone nonlinearities in the control UF{VZ]_{U;] A= 8 8 8 Bi= (1) (1) '
input is needed. Based on Lyapunov criterion and Riccati-

inequality, some sufficient conditions are derived so that all - +lf—;:c3 _[ £, Af— P, Af,
states of the system are uniformly ultimately bounded (UUB)?c 2, — e g _{ fa, } AFE o |:Af2 ]
and the effect of the external disturbance on the tracking error 1 Oa 9. 0 lga d

can be attenuated to any prescribed level and consequently GF{ o L} :{ 5 92} ;= {"01 }: {dlz ] ;
an H, tracking control is achieved. Finally, a PMDC motor “ ’ ’
systems as a simulation example is given to illustrate the B (u,) = { P, (e,) } _ { @, (u,) ]7

validity and effectiveness of the proposed method. o 2, (Va) ©, (u,)

andd, € R? is the bounded external disturbance. It is assumed

ll. MODEL OF THEPMDC MOTOR WITH DEAD-ZONE at f, G, are unknown smooth functions, aaslf  is the

Let the dynamic model of the permanent magnet D

(PMDC) motor system be described as follows [23]: uncertainty of the system. Let, = diag{A,, A, } andB, =
A=w diag{B,,, B, }, where A, = {8 ol A, =08, =
w=—Ttw4 B~ 18, (e,) + 3¢, @ || andB, =1.

s Ky R, . L (v The nonlinear continuous functiors, (v,) with input w,,

lo = —gfw = gri, + -8 (Vo) i = 1,2 can be intervalized shown in Fig 1 as follows:
where A, w, andi, are the rotational angle, rotational speed, B a,(u, — €)+k,, u, Z e/ and®,(u,) > &,
and armature current, respectively,, e, are the armature D, (u)=qFk,, € <u, <€ and0 < ,(u,) < &,
voltage and load torque, respectively, abde, ), ®,(V,) are a, (ui )+ R, u <e; and @ J(u,) <R,
the dead-zone nonlinear functions with and V, as their o (u; —e ), u; > ej

inputs, respectively. Furthermor& , L , K,, K F,, J, @,(u,)=4q® (u,) = , € <wu, <€

andg, are the armature resistance, “armature mductance torque ’ o (u, _67)7 0w < e

constant, back EMF constant, friction coefficient, inertia, and a (u, — e tr, u, > et Yaﬁdé () >k,

cutting force in machining, respectively. Since PMDC motor ® (u,)= o e <, <’6 ard K, < 3 (u 7) <0

system is faced with flux linkage and disturbance torque =i T < s N

caused by the variation of the mechanical parameters and a,(u, — e Hﬁw u; S € an ( i) —fg)

external load disturbances, this will deteriorate the stea% /( T

state and transient responses as well as the speed con aecb 2 (u,), and, (u ) are the median, lower, and

performance. Let", = F, . + 0F, andR, = R, + 6R,, UPPer bounds respectlvelg/“ €', k,, andk, are the dead
where .. R _ are the nominal terms’ anﬁF §R are zone envelope and are constants and the parameters,

the mismatchéd uncertainties fby, and R, respectlvely Let and @, stand for the median, lower, and upper slope of the
r=Awi)| ' =zii] =z 2, z,]", the torque equation dead-zone characteristic. In order to obtain the key features of

of the system with sector uncertamty of nonlinearities by the dead-zone in the control problems, we have the following
dead-zone can be expressed as follows:

assumptions:
T 01 0] |z 0 0 Ey .
m; =lo 0 o0 50: +11 0 ( - kzN T2 ;aw_j%] Assumption 1 The dead-zone outpu_(u,), i = 1,2, are
T, [0 0 O |z, 0 1 T, %L, Ts not available for measurement.
SF, 1
——dy -5 0 D, (e, 1 . . o .
+ _5L1€a xz + { o i} { <I>;((Va)) } + {Jol ] ) Assumption 2 The dead-zone slopes in positive and negative

region are the same, i.e, = o =a, =a,,i=1,2.
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Assumption 3 There exist known constants; ., ¢, left-most and right-most p0|nt$ , ﬁlh and fl ‘l
+ + - = / ;e min i ‘5 i
€imas’ Cimin’ ﬁié”ﬁa' _ﬁmns’{ugﬁm ’trTaTt”the IJﬁithﬁ”uead" zonébf , respectively. With the use of the singleton fuzzn‘er and
a' ! Oé’wnar’ Oéi’min i
parameters (5, ol o, anda,, i = 1,2, satisfy e € product inference, we can be obtained as:
{06 P W N Ty, = Bay (9,) x My ()
min max min 71,1aa: K Tmin ‘mazx T i ) g P
imin ’Lmaz} Oé € {Oé ’Mnaz}' gr € {lel ’Mnar} ard il = HGL (yfr') X H‘z:ll’l’FL (‘rp)
a, e{a, @, am} for Wh|ch o La o #0. in T . Ip
e 9y, = Aat (9y,) X Wpmafipr (2,)
Based on the above assumptions, the expression (3) can be U ) IT? "l (5)
represented as g, = Eay, @) r=tbr (7)
Ll _ = ~ -
CI)r, (ur) =o,;U, + 7/}11 (ur) (4) hh’f, a NGilf (yh ) % Hp:luFlf (:Cp)
) v i ° P
where ﬁi,f =pg @, ) xWpoap,, (z,)
i he i h
—a,€f —|—r~§1,u7251 and@( ) >R, i v
Uy, (u) =9 —ouu; + 5, € <u; < eF andn <&, (u;) <k, Then, we adopt the Gaussian type to simply present fuzzy set
L TR, u <€ and @, s (u,) < K, membership functions of the T2FAC far, as follows
SinceT2AFLS and dead zone property, it is seen that(u,) —<%)2 4%)2 .
. . R = P = P
can be bounded to satisfy, (u,)| < p,, andp, is positive 7}, (@,)=e = (w,) =ay,e ©)
constants which can be chosen frome max{almaz e::m” P2 (M 2
Fimas? Yiman € T E, } where e~ is a negative value. upz (z,)=e T p, (z,)=a,e o (7)
[1l. TYPE-2 ADAPTIVE FUZZY CONTROL DESIGN Py 7(% "ty 2
A type-2 fuzzy logic system (T2FLS) is very similar to g (z,)=e e (@) =a,, e " (8)
a type-1 fuzzy logic system (T1FLS), the major structural "#» gy, v

difference is that the defuzzifier block of a T1FLS is replaced o i

by the output processing block in a T2FLS which consists $fhere o 10" Zay? Toy ando, , o, , 0y, are fixed standard
type reduction followed by derZZlflC&thﬂ Consider a T2FL8eviations of the lower and upper membership functions which
with inputs z,, z,, z, and outputsy, , y, , Y, (i = 1,2), characterize the shape (p,sz (w,), ur1 (), et (z
which the rule base consists of a collectron of IF-THEN rul
as in the T1FLS case. Let us consider tkth rule as follows:

p)’
Sespectively,a, , a,,s Gy, are the FOU width coeffrcrent
which defrnes the FOU width between the upper membership
function and the lower membership function, amd ,m,
m, are the means of the T2FS. These parameters are subject
R! :IF 2, is F! AND =, is F\_AND =, is F! THEN y, is G' 00<a <1.0<a <1, 0<a, <1, ands, <o,

k 1 2 3 i i fp ap bty

1 . 1 . 1 . 1 . 1
Rfk:IF T, IS FflAND T, IS Ff2 AND z, is ng THEN Yy, is Gfr

Rif JF z, is F;if AND z, is F;if AND z, is F! Ty < Zypr Ony < G, ) For e consequent fuzzy set
k 8 membershr functio . ),and ,
THEN m, s G p lﬂcl ( ) HGL (yg ) MGlf (yh,fi)
' fi because;; , y and are the pornt at whrcmGz (yf )
where the T2 input fuzzy sets and the T2 output fuzzy set :

are denoted byFl , Frl Fl (p=1,231=1,--,M) Pc, c (Y, ) anduGz (yh ), respectively, achreves its max-

7

imum values Wrthout Ioss of generality, we assume that

l 1 l
and Gfi’ Gyi’ G, respectrvely, and their membershrp f (gfr) -1, MGL @yr) — 1, anduGz (yhf ) = 1. So
. hy
functions armF}p (I ), HE, (z,), hr (z, )and“Gl W) we simplify the membersh|p functions as
He, (v, ) usz (yh i = 1,2), respectrvely, for which ucz]"‘( i) =1pg @) =0, 9)
M is the total number of the T2 fuzzy rules. The bounds o ll Gy =1 "o )= b 10
of footprint of uncertainty (FOU) can be divided into two Hay, @,,) ’Eelgi @) =", (19
T1 membership functiong: (yfi) Act (y,,). MGl ¥, ) fg (W, )=1.ug (@, )=b, 1)
. h . — . .
fi K3 hf. 2 [

i

anduGz (¥, ) e (¥, ) uGz ¥, )are upper and |0wer

' where0 < b, , b, , b, <1 are he FOU width coefficient

membershrp functrons respectrvely The fuzzy inference e ﬁn Er . .
gine is decision makrng logic which uses the fuzzy rules @' the Consequence fuzzy set membership functions. Thus,
determine the mapping from the input T2 fuzzy sets to tH¥e can obtain as
output T2 fuzzy sets. The firing interval of theth rule for f}{» =1x1II_ WFL (x,), flf =b, Hp 1B, (2,) (12)
fl € le, g € Gl , and hl € Gl in (20) are interval i i

' ' g;izlxn,,:lu% (2,), ¢ =b, Woip,, (z,) (13)

P 94 9p
— 7! 3 - l 3
¢ =l¢' g ) andnl =[n\ &l ]aredeermined byits un, =1} Wpmiiip (7). By =by oipy, (z,) (14)
=g, "9 't

9, £ h fi i fp i i h fp

T2 fuzzy sets and not a cnsp vaIues aﬁb [f; f 1
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To obtain a crisp output from the T2FLS , ¢ andhl ,We & =a, e +b, ( (x,0,) —
)

must defuzzify the type-reduced set. Slnce this type -reduced 14 (g, (e, 9 )= g.(@), (%9(‘)% —Af(z)—d
set is an interval set, therefore, the defuzzified outpuflof o

_kz» éi +z; = gi"/} ; (U‘L) (23)
¢, and hl will be the average off’ , ', g' , ¢' , and : e )
g f £ =fi 9i =g,
o . i where,
h ,h as folows: 0 1 0
Pr T k k k 0 1
1 A, =R az a [0 Bmy = | ko k, |» @me :ka67
ffi - §(f + f ) (15) ka4 ka5 ka6 L 2
g = l(g + g ) (16) the feedback gain matrnz(T is to make the eigenvalues of the matrix
9.
i 2 i a, =a,-b, kT are with negatlve real part and substitute (22) into
hlh = 5(}7 + ﬁi ) (17) (23) the tracklng error vector as
" g e, =a,.e +b(f(@0,)f(@+a(0,) - g @),
By the (12)-(17), we obtain
Z l Al —Afi(z) —d, — uh,fi T Uy, T U, T Uy, — giwli (ul)) (24)
. . . oT A ,
(=, fi) - Z - £f1. (@) £ (18) The control objective is to make the fuzzy controlier and some
} l adaptive laws for adjusting the parameter vectdys 6, and9
. >t 9, 0 R
02,0, ) = =1 —eT ()0, (19) such that the following conditions and assumptions are met
d i Z[ 19 9; i
Mo Assumption 4 The g, #0 and f,, g, are bounded for all « € R?,
R R >t hh,fv Yn, . . and the plant is feedback linearizable by static state feedback.
£ (z, ehf_ )= W = shf (m)ehf_ (20)
‘ : ¢ ‘ Assumption 5 |Af, (x)| < h;, (x), where b, (x) is an unknown
A . A continuous function and can be estimated by an adaptive law in the
where 6, = [g' ---9}']", 6, = [y gMT, 6, = latter.
i i fri
(3, . ?J;Aj T are adaptive parameter vectorg () = We design an adaptive fuzzy controller to control the plant output
[511% (iE)"'{?j(iE)]T, fgi (z) = [‘S;i () - g”f(a:)]T, £h’f (w) = o folloyv a reference trajectoryz:m. and fi(a:,efi_), g:(z,0,,),
"2y eV ()T are T2 fuzzy regressive vectors hy, (a:,ehfi) are three T2 fuzzy universal approximators fidx),
& "5 y reg Tt Peit g,(x), b, (x), respectively.
gflf_ are points of the T2 fuzzy system output vanabj,es, ygi, Define the optimal parameter vectoﬁsjii, 0;, and 9:&_ as
y, at which uc (y, ), per (Y, ), pgt (v, ) achieves its follows: _ L
hy, g, g; i hy " 67, =arg miny {sup,crs|l fi(z) — fi(x,0,,)lI}
maximum value, respectively; , ¢! , h,  are the firing interval Fi =T
i i Ifi
£ g 6* =arg miny {su llg, — g, (=, 6 )|}
- l — # l — 9i 9i rb ) Q ) p.BGRS g; 9; » g4
of the I-th rule, andffi () = s 591: () = o o 9; €824,
Rl ‘ __— - N R
0 (@) 0, =agmiy o {SUcuslhy, @)~ iy, (.0, DI}
hy >M lhi fi fi
: ', o (25)
Let the reference signat,,, =[z,, =, me]T ande= [z,, — WhereQ { HGf <M}, ={6, 10,1 <M,}
Ty, T, — Ty T, — Ty = [ e e;]” € R3. If the functlonsf andQ {9 |0 n < M } are proper closed sets also

and G; in (2) are known, then the control law can be given by the parameter estlmatlon errors are deflnedfas: 9 _9* 0 —
* fi' U9

1/ () Te .
i 7(0‘7‘("”’( D @) - Af (@) e, K, e) (2D 6, —0,., and@, =6, 0* . We should note that perfect

. _ (r) _ T 5 T 9i
fori =123, r =12 wherex, = =[z, z,] ele e matchlng of the unknown functions is almost impossible even with

kal k’a2 kag kr _ [ Ek ] kr _ the optimal parameter vectors, the optimal matching error between
ko, ko, Ko 12 fuzzy logic approximation model and the plant is denoted by
k:a In this situation, to apprOX|mat|oﬁ g, by fuzzy logic systems, w, = f, (x,0% ) — f,(x)
fl, g;, and Af in (21) can be replaced by the fuzzy logic systems ¢ hi (26)
f (x, 9 ). g (m,ag ), andh (=, Od, ), respectively. Based on the w, =h (€,0; )—h, ()
given pIant (2) and dead- zone models under the assumptions 1-3 are
available for measurement, the proposed T2AFC can be given as as the minimum approximation errors, which correspond to approx-
u, = (o, g, (z, ég_ ))*1(_fi (, éf‘ Y4z, —k'e, imation errors obtained when optimal parameters are used. Based on
‘ L s the approximation theory, the approximation errors are assumed as
Ty Uy, Fu, U, ), =12 22 pounded
i |w1i +w,, | <w, (27)

where u,, 1 Uiy Uy andu,, are compensator controllers for For the reduction of the learning, the unknown approximation error
uncertaintiés, approximation erroHoo robust control to attenuate (27) and its corresponding learning error is defined as follows:

ande, =e,, K] =

the effect on system, and compensation of the adaptive dead-zone W, =w, —w, (28)
respectively. Thus, from (2) and (4), the tracking error dynamiavhere, is the learning otui. Then, the adaptive control laws can
equation can be expressed as be obtained as
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7 T, . 1+ 1 T _ 1
‘efi =, £f11 (‘E)b1 p.e; (29) V., = Eel a, pe; + T&iei ba,.e, — 20,7, ¢ plblbl b, e,
2 +
8, = _791‘591- (x)b, p.&u, @) __1! é'p blep €, —d'b" €, —e'p b.d,
. T B 2&171 K k2 2&1 K K 7 B K 3
0, =T ,gh (‘E)|b1 pie1',| (31) 1 _+ N R
[ it +—e pb (fi(z,0;)—f(x)+a,((z0,) - g (®)y,
&, =~ Ib pe, @) o

wherewfi, Yoir Tn. s Vo, are adaption rates, aned = piT >0is

3 . . . . . ~T P 2 e S
the positive solution of the Riccati-like equation described later. Let 5 0,0, + W—ggi 0, + o n On T3 5 w,;w;
the T2AFC law can be given in (22) with il gi ilhg, @i
o 1 T _ 1 _T _ 1 2,2 1 _T T ~ 1 ~T ~
’u’ai - _’Y_i_rbi D€ (33) < _T&iei Qzel—"_ﬂm di, +a_l.ei pibisfi (il:)efl +O‘117f1 fi D fi
w, = 222, (@0,,) B velpbel @0, + 0800, ~ LieTpble] (@0
" e'pb iRy te; p, iggi (2)0,, u;, + — 9i 09 a_|ei p, 77|€hf. () hy,
ST i 9i i v ‘
v = |ei Plbyha (35) 1 T X 1 T _ 1 . 1 T .
Wi e'pb ¢ 5 n, tr—7le; p,b, |4 w,;w, e, p, b, |w,
> P &Y, SO o R i Voo lov, [T
L lelpbl N 1 L
eq; ﬁ i T T 7 0 ST
€, b _a_e p,bu,, _|ev pibilhfi(w70h,fi)_a_ei pibiuh,fi

where ¢, > |a;(9;(x, 0, )—g (m))ul—gl(m)( a€,+k,),7, >0 el p.b,IC, s pbu.,
is a gain parameter to ‘be de5|gnqd p > 0 is a symmetric

positive definite matrix satlsfylng the’ foIIowmg Riccati-like equation: Hence, applying the adaptive control laws (29)-(32), the T2AFC law
in (22), Form the Riccati-like equation (37), we can obtain

a .p,tp,a,, Q——plblpr—&— pbbp<0 (37) . 1 - 1,

for whichn, > 0 is attenuatlon level parameters for coping with 20; " o 29& '
the errord, (t) andQ, = Q > 0 is a prescribed weighting matrix. Where, . (Q;) denotes the minimal eigenvalue @; . Therefore,
Then, for anyt > 0, e, 6, , 6,, th_, and &, are uniformly whenevef' el > 2(t) 1)
ultimately bounded (UUB) and thH ., tracking performance within A (Q,)

a prescribed valug? for the overall system satisfies the following e haveV, < 0. Therefore, the overall system satisfies the following

relatlonstlflp relationship:
_T _ _T tf
J:/O e, (1)Qe;(t)dt < e, (0)p,e, (O)dt+?9 (0)8,,(0) / e (1)Q,e, (t)dt < & (0)p,e,(0)dt
v 0
1 -7, = 1 -7 ~ ty 1 -7, .~ | S N ~T ~
0] 08,0+ 8] (08, (0)+ &0+’ [ Edt 8] (08, (0)+ =0, (0)8,,(0) + ——6] (5, ()
fyyi ’yhf_ fi fi rywl 0 foi ’YQ'L ’Yhfb fi £i
(38) 1 2
—a7(0 . didt. 42
IV. ANALYSIS OF SYSTEM STABILITY +%_ ©.(0) +m; /0 ‘ (“42)

i

Proof: The following Lyapunov function candldate is considered |, jight of Lyapunov stability theory to the retarded functional differ-
V= ! (e pe+ig 0 A+ 10 0 +_0 +Lw2 ential equatlon [24, 26 andz,, as well as the parameter estimation
" 2a, ¥ Yn

h.

fi Yo hy "1 o errors f, (z, 0;,). g,(x, 9 s fz (=, 6, ), andw, are guaranteed
Taking time derivative of in (39), we have (39) to be unlformly uItlmater bounded (UUB) for all realizations of
N 1 =72 1 =12 uncertainties [25]. This completes the proof. |
Vi:_éi piéi+ ef'0f11+ 091’ 0.%'
01‘ Bty ) o V. SIMULATIONS
0 6, + 0,0, In this section, a PMDC motor system in Fig. 3 with sector

TP uncertainty of nonlinearities by the dead-zone is used to illustrates

the effectiveness of the proposed scheme. The PMDC motor

The alove equation along the trajectory of (24) is given by: dynamic is given by (1) where the parameters are as follows:

Vlzi( 'm,Te +b, (fl(m7éfl)_fz(w)mz(gz(w7égl )=g:(x))u, R,y =110, R = 11Q, L, = 04mH, k, _40 05Nm/A,
20, k, = 005V/7'ad/s F,, = 10 x 10 Nm/rad/s
T 4 5
_ g I B S F,, = 10 x 100"Nm/rad/s, = 1.0338 x 10 °kgm?,
Afi(@)=d; =y, —Ua, —Ueg, —9;%, (ui))) p;e and s, = 0.175. The external dlsturbance g, = (1/J)c
1 7 P B )— . ; ®(u) = [®,(u,) ®,(u,)]" are the load torque and armature
+2ai € P, (a’”fe +b,(fi (=, ) fi(@) + i (4:(=.0,,) voltage with dead zone (22), respectively. Based on the design

procedure illustrated previously, the T2AFC design is synthesize as
—9,(x))u, —Af,(x)—d,—u, T Uy, T U T Uy, —giwli (ul))) follows:

1 -7z 1 -7+ I 1 .
ton afiefi*‘w_agiagi*'aq ng, Ong, gy Wi Step 1: For high penalty on initial parameter errors,
P i Elhg B select design parameters as: the adaptive control laws (29)
. L. . . ) ) and (30), we choosey, = 1, Vi = 01 Yo, = 0.1,
By the facto, =6,,0, =6, ehf. :e,lf‘ ,andw, = w,, the Y, = 0.1, and v, = 0.5. The initial conditions are chosen
above equation becomes ! ' as ¢(0) = [z,(0) z,(0) z,(0)]" = [-x/3 1 1T
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forn=0.7 117080  0.3758  2.0491

p, = 0.3758  0.4159  0.0980
2.0491 0.0980 1.6794

O+

PMDC Motor Drive System in (3) ‘ M

X =Ax+B,(f, + Af, + G, & (u,) +d,) ‘

e
[‘Mu) T2 Fuzzy Logic System €, . €, . &, | fo]’ 7’] = 0‘9

e n () B 45103 0.1127  0.6535
"/ p, = | 0.1127 0.1359  0.0279
7 0.6535  0.0279  0.5354

Adaptive Control Laws in (34) — (38)
[ u 9, =7, (0B Pe e

Yebe, (X)B " Peu
6., GoliB " Pell Step 4:In order to approximate the unknown nonlinear functions
£ =B Pel| _ FN(JS), FA(JS), and G(m), seIeCtﬁC]{ (nyi)’ ﬂcf (?}hf );
N T2 fuzzy universal approxi tg.s"]l;;tl.nfm») _ N . Ni N Ifi . i
el fice (9,,)andpg, (9, ), ucz @, ), B (9,,,) in (6)-
F— i Ni 9ii

(8) are upper and lower membershlp functlons respectively, where
these parameters are subjectot? =g =g, = = /24 and
9p

T2 Adaptive Fuzzy Controller in (18) o,
L= (06, (x,©.)) tv(xot+xu 5,
K etu, +u Sul) "

Fig. 2. Overall closed control system of the type-2 adaptive fukzy 0; = 0, = 0, = m/18 are fixed standard 'deviations of the

tracking control with dead-zone. lower and upper membership functions which characterize the shape
of qu (x,), P (x,), Hrt (z,), respectlvelyale =a, =

f
fp N2

= a, = a, = a, =a =a =a = 0.1
fN3 911 922 933

are the FOLJ1 width coefﬂment Which defines the FOU width between
the upper membership function and the lower membership function,

my =m, = = [-7/6,+7/6] are the means of the T2FS,
and we select the Fou width coefficients for the consequence fuzzy
set membership functions a; =b, =b, =b, =b, =
N2 f 1
bgf 0.1. The mathematlcal mean of the defuzzified output are
fro, =3 1 = )k =
N1 1 N2 2 f1
Fig. 3. PMDC motor system [23]. l(}}i’ _|_he ) hi’ (he —t—hl ), 95 = %(g‘ +4° ),
f1 Thy fo 11 911 =911
andg =3(3,,, +g ), lfl M.

Step 5 Apply the control force in (42) to the PMDC motor system.
the rotational angle, rotational speed and armature curreMhen, computed the adaptive laws in (29)-(32) to adjust parameter
respectively, the control objective is to make, z,, =, follow @ O, ,0,andy,

T o
the reference trajectories,, (0) = [z,, (0) ., (0) z,, (0)] = Accordlng "to Riccati- -inequality equation (37), we choose the
[Zsin(t) Zcos(t) — Zsin(t)]", 0, —05 0, =050, =15, prescribed attenuation levely = 0.5, n = 0.7, andn = 0.9
0 - 15, 0 — 0.5, 9 — 0.5, and step size m — 0.01. for performance comparisons. To illustrate the efficacy ongg
performances for; = 0.5, n = 0.7, andn = 0.9 (see Figs. 4-6). Fig.
According to the boundary “conditions of the PMDC motor systena, shows the trajectories of the rotational angte, The responses
the boundsh, = 15, h, = 25, M, = 100, M, ~= 800, and of the rotational speed;,, are depicted in Fig. 5. Fig. 6 show the
M, = 100. armature currenty,. =, converges to the neighborhood of sinusoidal
function in abouBs for n = 0.5 as shown in Fig. 4. Fig. 5 shows that
Step 2:In the simulation, the beam is actuated by a PMDC motahe trajectories ofr, also converge to the neighborhood of cosine
system with sector uncertainty of nonlinearities by the dead-zofunction in about 2s fom = 0.5. It is seen thatr, converges to

h

beingef = 0.8, ¢, = —0.8, ¢ = 0.5, e/; = —0.5, Rl = 0.8, the vicinity of sinusoidal function converge to the neighborhood of
Kk, = 0. 8, kK, = 'o. 5 Kk, = ) 5,anda’ = a = @ = a = 1. sinusoidal function in about 6s fer= 0.5 as shown Fig. 6. It should
And the bounds of them are chosen@gw =1 25 Qi = 0 85, be mentioned that good performance was achieved when using the
j =09, ¢ = -009, e =09, ¢ = -09, proposed control scheme (22) as in Figs. 7 and 8 and show that the
Ryt =0.9, 1”'”” = —0.9, ::Z = 0.9, 2"'”" = —0.9, control inputsu, andu, eventually drop down to zero and reduce
p, = mam{am;:lll R o€ +’"ﬁl" }, ard the tracking errore, (t), e, (t), ande,(t) to very small values (see
Lo maw min min Figs. 11-13). It is seen that thé . tracking performance is better in
p, = maz{a,,,. € +R Qon€y  + K ; ;
2 maz 2 g, 2max ) TMOE 2 R, the vaule ofyp = 0.5 then in the other two vaules, i.e;,= 0.7 and

~100 —15 55 n = 0.9. The desired and actual trajectories are almost identical in
Step 3: Select the feedback gali " = { 15 15 055 ] the vaule ofy = 0.5 and the proposed T2AFC guarantees both the

such that all the roots of the characteristic polynomialsAof = stability and good tracking performance of the PMDC motor system.

A — BK ' are with negative real part. We choose the prescrlbe:dmher to further analyse the efficiency and feasibility of fie,
attenuation levels) = 0.5, = 0.7, and7 = 0.9 for performance control scheme, we define the performance ind€k /), as follows:

comparisons, the weighting matri® = 0.0091,,., and~y = 0.8. _ -~ _
Then, the positive definite symmetric matriqe;sf’f)é)? n = 0.5 can be STE = Z |xmp (&) =2, @), forp=1,2,3
obtained as wheret is the time from0 — 50s, and the sampling rate i§.01s.
12.4554  0.3060  1.6390 From Table 1, theSTFE values forn = 0.5, n = 0.7 andn = 0.9
p, = 0.3060 0.3675  0.1057 aree, =208.8817, 247.5688, and 296.52%3~53.59040, 107.0801,
1.6390  0.1057  1.5450 and 156.8613¢,=882.8061, 885.6963, and 885.8151, respectively. It
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TABLE |
COMPARISONS OFSTEFOR DIFFERENT ATTENUATION LEVELSp

B
s AN N N N N N N
5 0 j\/ 1 e - - -~ - —
| | STE for = —x | STE for = —x STE for = —x ;_2 A il
my 1 my 2 mg 3 S o x ‘ — |
n =0.5 208.8817 53.59040 882.8061 E X n=05N0-7
— -6 m, 4
n=0.7 247.5688 107.0801 885.6963 —13‘ 37 84 36 35 4 ‘ ‘ ‘
n=20.9 296.5253 156.8613 885.8151 -8 B 0 15 20 25 % S m s %0
Time (s.)
Fig. 6. The trajectories of3(t) and x.,.. (t) for three attenuation levels
) g J 3
AN A A NN n=0.5n=0.7, andn = 0.9.
= 07/\\ [\ NN /] 2 : : !
572 ) % \/ \/ N/ A\ v \/7 & 1 ‘
2 "m, g
s J/ n=0.7 n=0.5 i — . +
574 -1s s / 1 <, 0.02
g Tt Z -1 e
© -6 g 2 o= | —
_ £
4 . 25 5 . . . £ -0.02 _
) 5 10 15 20 .25 30 35 40 45 50 é -3 '1:0‘5q 07
Time (s, ) ) ’0"043 32 34 36 38 4 )
740 5 10 15 20 .25 30 35 40 45 50
Fig. 4. The trajectories of1(t) and =, (¢) for three attenuation levels Time ()

n=0.5,7=0.7, andn = 0.9.

10 ‘ Fig. 7. The trajectories of control input; with a dead-zone for three

py— , , , , . . . . - — —
o S e0s 07 | attenuation level) = 0.5, n = 0.7, andn = 0.9.
4 -1 A
T of S p— = | B
5 LN 3 32 34 36 38 4 i
E //‘\ a N 2 ™ ~ S o
8 of \ il
5727 b\,/ / N / 7 / / N ar
_4l . 2t

L L L L
30 35 40 45 50

control input u, (Voltage)

25 -
Time (s.) 0 /\;ﬁmﬂk,mv’i‘\ﬂr g.i"\hm/f‘*i\,n;{) ‘IJ\J;""’"\,ﬂF’“’"\»,m" oy
Fig. 5. The trajectories of2(t) and z, (t) for three attenuation levels Bl
n=0.5,7n7=0.7,andn = 0.9. o 5 10 15 20 N 25( ) 0 3 40 45 50
ime (s.

Fig. 8. The trajectories of control inpui2 with a dead-zone for three
attenuation levels; = 0.5, n = 0.7, andn = 0.9.

is seen that the smalleris the better the performance of the system 015

when it comes to steady state error. In other words, the performance
of the H, control scheme is better when using smaijdor T2AFC

weights of the PMDC motor system. However, the actual states track
the reference trajectory closely, and thus, the controller successfully
controls the rotational angle, rotational speed, and armature current of
the PMDC motor system and achieve satisfactiry, tracking per- -0.1
formance in the presence of the deadzone and external disturbances

=3

o ©

a_ e
T

deadzone property "ul
o

. . . . . . . . .
0 5 10 15 20 25 30 35 40 45 50
Time (s.)

VI. CONCLUSION Fig. 9. The trajectories of control input; with a dead-zone.

In this paper, we have proposed the T2AFC control scheme for
PMDC motor systems with dead-zone nonlinearity at the input of a
linear plant to achieveH ., tracking performance. First, a PMDC level and consequently aff., tracking control is achieved. Finally, a
motor systems is approximated by the Takagi-Sugeno (T-S)-tyB&DC motor systems as a simulation example and some comparisons
fuzzy linear models with adaptation capability. In order to reducare given to illustrate the validity and effectiveness of the proposed
the effect of dead-zone nonlinearity, a new model for dead-zongethod.
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