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#### Abstract

In this paper, based on the theory of calculus on time scales, by using the exponential dichotomy of linear dynamic equations and Banach's fixed point theorem as well as some mathematical methods, some sufficient conditions are obtained for the existence and exponential stability of almost periodic solution of neutral-type neural networks with time-varying delay in the leakage term on time scales. These results have important leading significance in designs and applications of such neural networks. Finally, an example is given to illustrate the feasibility and effectiveness of the results.
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## 1 Introduction

In the past few years, different types of neural networks have been extensively studied since they can be applied in many different fields such as pattern recognition, image processing, optimization problems and so on; see, for example, [1-8] and the references therein. As we know, in applications, there are many neural networks whose developing processes are both continuous and discrete. Hence, using the only differential equation or difference equation can't accurately describe the law of their developments. Therefore, there is a need to establish correspondent dynamic models on new time scales. Recently, neural networks with periodic or almost periodic coefficients on time scales received more researchers' special attention; see, for example, [9-13].

Since neurons from attenuation process is not instantaneous, when neurons and neural network and the external input disconnected, reset to the isolation static state takes time, so, time-varying delay in the leakage term need to be considered. In fact, time delays in the leakage terms are difficult to handle, and the leakage term has great impact on the dynamical behavior of neural networks [14-17]. Therefore, it is important and, in effect, necessary to study neural networks with time-varying delay in the leakage term, which plays an important role in designs and applications of such neural networks.

To the best of our knowledge, there are few papers published on the existence and stability of almost
periodic solution of neutral-type neural networks with time-varying delays in the leakage term on time scales.

Motivated by the above, in the present paper, we shall study an almost periodic neutral-type neural networks with time-varying delay in the leakage term on time scales as follows:

$$
\begin{align*}
x_{i}^{\Delta}(t)= & -\delta_{i}(t) x_{i}\left(t-\tau_{i}(t)\right) \\
& +\sum_{j=1}^{n} a_{i j}(t) f_{j}\left(x_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& +\sum_{j=1}^{n} b_{i j}(t) g_{j}\left(x_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)+I_{i}(t), \\
& i=1,2, \ldots, n, \tag{1}
\end{align*}
$$

where $t \in \mathbb{T}, \mathbb{T}$ is an almost periodic time scale, $0 \in \mathbb{T} ; x_{i}(t)$ denotes the potential (or voltage) of cell $i$ at time $t ; \delta_{i}(t)>0$ represents the rate with the $i$ th unit will reset its potential to the resting state in isolation when disconnected from the network and external inputs at time $t ; a_{i j}(t)$ and $b_{i j}(t)$ represent the delayed strengths of connectivity and neutral delayed strengths of connectivity between cell $i$ and $j$ at time $t$, respectively; $f_{j}$ and $g_{j}$ are the activation functions in system (1); $I_{i}(t)$ is an external input on the $i$ th unit at time $t$; $\tau_{i}(t) \geq 0$ denote the leakage time delay, $\alpha_{i j}(t) \geq 0$ and $\beta_{i j}(t) \geq 0$ correspond to the transmission delay of the $i$ th unit along the axon of the $j$ th unit at time $t$.

The initial condition associated with system (1) is
of the form

$$
\begin{array}{r}
x_{i}(t)=\varphi_{i}(t), x_{i}^{\Delta}(t)=\varphi_{i}^{\Delta}(t) \\
\quad t \in[-\tau, 0]_{\mathbb{T}}, i=1,2, \ldots, n .
\end{array}
$$

where $\varphi_{i}(\cdot)$ denotes a bounded $\Delta$-differentiable function defined on $[-\tau, 0]_{\mathbb{T}}$, and $\tau=\max _{1 \leq i, j \leq n}\left\{\sup _{t \in \mathbb{T}} \tau_{i}(t)\right.$, $\left.\sup _{t \in \mathbb{T}} \alpha_{i j}(t), \sup _{t \in \mathbb{T}} \beta_{i j}(t)\right\}$.

The main purpose of this paper is to use the exponential dichotomy of linear dynamic equations on time scales and Banach's fixed point theorem as well as some mathematical methods to study the existence and global exponential stability of almost periodic solution of system (1).

In this paper, for each $x=\left(x_{1}, x_{2}, \cdots, x_{n}\right)^{T} \in$ $\mathbb{R}^{n}$, when it comes to that $x$ is continuous, delta derivative, delta integrable, and so forth; we mean that each element $x_{i}$ is continuous, delta derivative, delta integrable, and so forth.

The organization of this paper is as follows. In Section 2, we introduce some notations and definition$s$ and state some preliminary results needed in later sections. In Section 3, we establish some existence and exponential stability results for system (1). In Section 4, an example is given to illustrate that our results are feasible and more general.

## 2 Preliminaries

Let $\mathbb{T}$ be a nonempty closed subset (time scale) of $\mathbb{R}$. The forward and backward jump operators $\sigma, \rho: \mathbb{T} \rightarrow$ $\mathbb{T}$ and the graininess $\mu: \mathbb{T} \rightarrow \mathbb{R}^{+}$are defined, respectively, by $\sigma(t)=\inf \{s \in \mathbb{T}: s>t\}, \rho(t)=\sup \{s \in$ $\mathbb{T}: s<t\}, \mu(t)=\sigma(t)-t$.

A point $t \in \mathbb{T}$ is called left-dense if $t>\inf \mathbb{T}$ and $\rho(t)=t$, left-scattered if $\rho(t)<t$, right-dense if $t<\sup \mathbb{T}$ and $\sigma(t)=t$, and right-scattered if $\sigma(t)>$ $t$. If $\mathbb{T}$ has a left-scattered maximum $m$, then $\mathbb{T}^{k}=$ $\mathbb{T} \backslash\{m\}$; otherwise $\mathbb{T}^{k}=\mathbb{T}$. If $\mathbb{T}$ has a right-scattered minimum $m$, then $\mathbb{T}_{k}=\mathbb{T} \backslash\{m\}$; otherwise $\mathbb{T}_{k}=\mathbb{T}$.

A function $f: \mathbb{T} \rightarrow \mathbb{R}$ is called rd-continuous provided that it is continuous at each right-dense point and has a left-sided limit at each point. A function $p$ : $\mathbb{T} \rightarrow \mathbb{R}$ is called regressive provided $1+\mu(t) p(t) \neq 0$ for all $t \in \mathbb{T}^{k}$. The set of all regressive and rdcontinuous functions $p: \mathbb{T} \rightarrow \mathbb{R}$ will be denoted by $\mathcal{R}=\mathcal{R}(\mathbb{T}, \mathbb{R})$. Denote $\mathcal{R}^{+}=\{p \in \mathcal{R}$ : $1+\mu(t) p(t)>0, \forall t \in \mathbb{T}\}$.

If $r$ is a regressive function, then the generalized exponential function $e_{r}$ is defined by

$$
e_{r}(t, s)=\exp \left\{\int_{s}^{t} \xi_{\mu(\tau)}(r(\tau)) \Delta \tau\right\}
$$

for all $s, t \in \mathbb{T}$, with the cylinder transformation

$$
\xi_{h}(z)= \begin{cases}\frac{\log (1+h z)}{h}, & \text { if } h \neq 0 \\ z, & \text { if } h=0\end{cases}
$$

Let $p, q: \mathbb{T} \rightarrow \mathbb{R}$ be two regressive functions, define
$p \oplus q=p+q+\mu p q, \quad \ominus p=-\frac{p}{1+\mu p}, p \ominus q=p \oplus(\ominus q)$.
Lemma 1. ([17]) Assume that $p, q: \mathbb{T} \rightarrow \mathbb{R}$ be two regressive functions, then
(i) $e_{0}(t, s) \equiv 1$ and $e_{p}(t, t) \equiv 1$;
(ii) $e_{p}(\sigma(t), s)=(1+\mu(t) p(t)) e_{p}(t, s)$;
(iii) $e_{p}(t, s)=\frac{1}{e_{p}(s, t)}=e_{\ominus p}(s, t)$;
(iv) $e_{p}(t, s) e_{p}(s, r)=e_{p}(t, r)$;
(v) $e_{p}(t, s) e_{q}(t, s)=e_{p \oplus q}(t, s)$;
(vi) $\left(e_{\ominus p}(t, s)\right)^{\Delta}=(\ominus p)(t) e_{\ominus p}(t, s)$.

The basic theories of almost periodic differential equation on time scales, see $[18,19]$.

Definition 2. ([18]) Let $A(t)$ be an $n \times n r d-$ continuous matrix on $\mathbb{T}$, the linear system

$$
\begin{equation*}
x^{\Delta}(t)=A(t) x(t), t \in \mathbb{T} \tag{2}
\end{equation*}
$$

is said to admit an exponential dichotomy on $\mathbb{T}$ if there exist positive constant $k, \alpha$, projection $P$ and the fundamental solution matrix $X(t)$ of (2), satisfying

$$
\begin{aligned}
& \left\|X(t) P X^{-1}(\sigma(s))\right\|_{0} \leq k e_{\ominus \alpha}(t, \sigma(s)) \\
& \quad s, t \in \mathbb{T}, t \geq \sigma(s) \\
& \left\|X(t)(I-P) X^{-1}(\sigma(s))\right\|_{0} \leq k e_{\ominus \alpha}(\sigma(s), t) \\
& \quad s, t \in \mathbb{T}, t \leq \sigma(s)
\end{aligned}
$$

where $|\cdot|_{0}$ is a matrix norm on $\mathbb{T}$.
Consider the following almost periodic system

$$
\begin{equation*}
x^{\Delta}(t)=A(t) x(t)+f(t), t \in \mathbb{T} \tag{3}
\end{equation*}
$$

where $A(t)$ is an almost periodic matrix function, $f(t)$ is an almost periodic vector function.

Let $A(t)=\left(a_{i j}(t)\right)_{n \times n}, \bar{A}=\left(\sup \left(a_{i j}(t)\right)\right)_{n \times n}$, $1 \leq i, j \leq n, t \in \mathbb{T}$.

Lemma 3. ([19]) If the linear system (2) admits an exponential dichotomy, $-\bar{A}$ is an $M$-matrix, then system (3) has a unique almost periodic solution $x(t)$, and

$$
\begin{aligned}
x(t)= & \int_{-\infty}^{t} X(t) P X^{-1}(\sigma(s)) f(s) \Delta s \\
& -\int_{t}^{+\infty} X(t)(I-P) X^{-1}(\sigma(s)) f(s) \Delta s
\end{aligned}
$$

where $X(t)$ is the fundamental solution matrix of (2).

Lemma 4. Suppose that $f(t)$ is an rd-continuous function and $p(t)$ is a positive $r d$-continuous function satisfying $-p \in \mathcal{R}^{+}$. Let

$$
x(t)=\int_{t_{0}}^{t} e_{-p}(t, \sigma(s)) f(s) \Delta s
$$

then
$x^{\Delta}(t)=f(t)+\int_{t_{0}}^{t}\left[-p(t) e_{-p}(t, \sigma(s)) f(s)\right] \Delta s$.
Proof. By a direct calculation,

$$
\begin{aligned}
x^{\Delta}(t)= & {\left[e_{-p}(t, 0) \int_{t_{0}}^{t} e_{-p}(0, \sigma(s)) f(s) \Delta s\right]^{\Delta} } \\
= & e_{-p}(\sigma(t), 0) e_{-p}(0, \sigma(t)) f(t) \\
& -p(t) e_{-p}(t, 0) \int_{t_{0}}^{t} e_{-p}(0, \sigma(s)) f(s) \Delta s \\
= & f(t)+\int_{t_{0}}^{t}\left[-p(t) e_{-p}(t, \sigma(s)) f(s)\right] \Delta s
\end{aligned}
$$

This completes the proof.
Let $A P(\mathbb{T})$ be the set of all $\mathbb{R}^{n}$-valued almost periodic functions on almost time scales $\mathbb{T}$, and $Y=$ $\left\{x \in C^{1}\left(\mathbb{T}, \mathbb{R}^{n}\right): x, x^{\Delta} \in A P(\mathbb{T})\right\}$. Set $X=\{\varphi=$ $\left.\left(\varphi_{1}, \varphi_{2} \ldots, \varphi_{n}\right)^{T}: \varphi_{i} \in Y\right\}$ with the norm defined by $\|\varphi\|_{X}=\max \left\{\|\varphi\|_{0},\left\|\varphi^{\Delta}\right\|_{0}\right\}$, where
$\|\varphi\|_{0}=\max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left|\varphi_{i}(t)\right|,\left\|\varphi^{\Delta}\right\|_{0}=\max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left|\varphi_{i}^{\Delta}(t)\right|$,
then $X$ is a Banach space.
Definition 5. The almost periodic solution $x=$ $\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{T}$ of system (1) with initial value $\varphi=$ $\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)^{T}$ is said to be globally exponentially stable, if there exist positive constants $\lambda$ with $\ominus \lambda \in$ $\mathcal{R}^{+}$and $M>1$ such that

$$
\|x-\bar{x}\|_{X} \leq M e_{\ominus \lambda}(t, 0)\|\psi\|_{X}, \forall t \in[0,+\infty)_{\mathbb{T}}
$$

where $\bar{x}=\left(\bar{x}_{1}, \bar{x}_{2}, \ldots, \bar{x}_{n}\right)^{T}$ is an arbitrary almost periodic solution of system (1) with initial value $\bar{\varphi}=$ $\left(\bar{\varphi}_{1}, \bar{\varphi}_{2}, \ldots, \bar{\varphi}_{n}\right)^{T}$, and

$$
\begin{aligned}
& \|x-\bar{x}\|_{X}=\max \left\{\|x-\bar{x}\|_{0},\left\|(x-\bar{x})^{\Delta}\right\|_{0}\right\} \\
& \|\psi\|_{X}=\max \left\{\|\varphi-\bar{\varphi}\|_{0},\left\|(\varphi-\bar{\varphi})^{\Delta}\right\|_{0}\right\}
\end{aligned}
$$

## 3 Existence and exponential stability

In this section, we shall study the existence and global exponential stability of almost periodic solution of system (1). For convenience, denote $f^{-}=$ $\inf _{i \in \mathbb{T}} f(t), f^{+}=\sup _{\in \mathbb{T}} f(t)$, where $f(t)$ be any bounded function defined on $\mathbb{T}$.

Firstly, we make the following assumptions:
$\left(H_{1}\right) \delta_{i}(t)>0, \tau_{i}(t) \geq 0, \alpha_{i j}(t) \geq 0, \beta_{i j}(t) \geq 0$, $a_{i j}(t), b_{i j}(t)$ and $I_{i}(t)$ are almost periodic functions on $\mathbb{T},-\delta_{i} \in \mathcal{R}^{+}, t-\tau_{i}(t), t-\alpha_{i j}(t), t-$ $\beta_{i j}(t) \in \mathbb{T}$ for $t \in \mathbb{T}, i, j=1,2, \ldots, n$.
$\left(H_{2}\right)$ There exist positive constants $L_{i}>0, l_{i}>0$ such that for $i=1,2, \ldots, n$,

$$
\begin{gathered}
\left|f_{i}(x)-f_{i}(y)\right| \leq L_{i}|x-y| \\
\left|g_{i}(x)-g_{i}(y)\right| \leq l_{i}|x-y|
\end{gathered}
$$

for all $x, y \in \mathbb{R}$, and $f_{i}(0)=g_{i}(0)=0$.
Theorem 6. Assume that $\left(H_{1}\right),\left(H_{2}\right)$ and

$$
\begin{aligned}
& \left(H_{3}\right) r=\max _{1 \leq i \leq n}\left\{\frac{1}{\delta_{i}^{-}}, 1+\frac{\delta_{i}^{+}}{\delta_{i}^{-}}\right\}\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}+\right. \\
& \left.\sum_{j=i}^{n} b_{i j}^{+} l_{j}\right)<1
\end{aligned}
$$

hold, then there exists exactly one almost periodic solution of system (1) in the region $X_{0}=\{\phi(t) \mid \| \phi-$ $\left.\phi_{0} \|_{X} \leq \frac{r R}{1-r}\right\}$, where

$$
\begin{aligned}
R= & \max _{1 \leq i \leq n}\left\{\frac{I_{i}^{+}}{\delta_{i}^{-}}, I_{i}^{+}\left(1+\frac{\delta_{i}^{+}}{\delta_{i}^{-}}\right)\right\} \\
\phi_{0}= & \left(\int_{-\infty}^{t} I_{1}(s) e_{-\delta_{1}}(t, \sigma(s)) \Delta s, \ldots\right. \\
& \left.\int_{-\infty}^{t} I_{n}(s) e_{-\delta_{n}}(t, \sigma(s)) \Delta s\right)^{T}
\end{aligned}
$$

Proof. System (1) can be written as

$$
\begin{aligned}
x_{i}^{\Delta}(t)= & -\delta_{i}(t) x_{i}(t)+\delta_{i}(t) \int_{t-\tau_{i}(t)}^{t} x_{i}^{\Delta}(s) \Delta s \\
& +\sum_{j=1}^{n} a_{i j}(t) f_{j}\left(x_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& +\sum_{j=1}^{n} b_{i j}(t) g_{j}\left(x_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)+I_{i}(t), \\
& i=1,2, \ldots, n .
\end{aligned}
$$

For any $\phi \in X$, we consider the following system

$$
\begin{align*}
x_{i}^{\Delta}(t)= & -\delta_{i}(t) x_{i}(t)+\delta_{i}(t) \int_{t-\tau_{i}(t)}^{t} \phi_{i}^{\Delta}(s) \Delta s \\
& +\sum_{j=1}^{n} a_{i j}(t) f_{j}\left(\phi_{j}\left(t-\alpha_{i j}(t)\right)\right)  \tag{4}\\
& +\sum_{j=1}^{n} b_{i j}(t) g_{j}\left(\phi_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)+I_{i}(t) \\
& i=1,2, \ldots, n
\end{align*}
$$

Since $\min _{1 \leq i \leq n}\left\{\inf _{t \in \mathbb{T}} \delta_{i}(t)\right\}>0$, it follows from Lemma 3 that system (4) has a unique almost periodic solution which can be expressed as follows:

$$
\begin{equation*}
X^{\phi}(t)=\left(x_{1}^{\phi}(t), x_{2}^{\phi}(t), \ldots, x_{n}^{\phi}(t)\right)^{T} \tag{5}
\end{equation*}
$$

where

$$
\begin{aligned}
\phi_{i}(t)= & \int_{-\infty}^{t} e_{-\delta_{i}}(t, \sigma(s))\left[\delta_{i}(s) \int_{s-\tau_{i}(s)}^{s} \phi_{i}^{\Delta}(u) \Delta u\right. \\
& +\sum_{j=1}^{n} a_{i j}(s) f_{j}\left(\phi_{j}\left(s-\alpha_{i j}(s)\right)\right) \\
& \left.+\sum_{j=1}^{n} b_{i j}(s) g_{j}\left(\phi_{j}^{\Delta}\left(s-\beta_{i j}(s)\right)\right)+I_{i}(s)\right] \Delta s \\
& i=1,2, \ldots, n .
\end{aligned}
$$

Define a mapping $\Phi: X \rightarrow X$ by $(\Phi \phi)(t)=$ $X^{\phi}(t), \forall \phi \in X$. By the definition of $\|\cdot\|_{X}$, we have $\left\|\phi_{0}\right\|_{X}$

$$
=\max \left\{\left\|\phi_{0}\right\|_{0},\left\|\phi_{0}^{\Delta}\right\|_{0}\right\}
$$

$$
=\max \left\{\max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left|\int_{-\infty}^{t} I_{i}(s) e_{-\delta_{i}}(t, \sigma(s)) \Delta s\right|\right.
$$

$$
\max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}} \mid I_{i}(t)
$$

$$
\left.-\int_{-\infty}^{t} \delta_{i}(t) I_{i}(s) e_{-\delta_{i}}(t, \sigma(s)) \Delta s \mid\right\}
$$

$$
\leq \max \left\{\max _{1 \leq i \leq n}\left\{\frac{I_{i}^{+}}{\delta_{i}^{-}}\right\}, \max _{1 \leq i \leq n}\left\{I_{i}^{+}\left(1+\frac{\delta_{i}^{+}}{\delta_{i}^{-}}\right)\right\}\right\}
$$

$$
\begin{equation*}
=R \tag{6}
\end{equation*}
$$

Hence, for any $\phi \in X_{0}=\left\{\phi \mid \phi \in X,\left\|\phi-\phi_{0}\right\|_{X} \leq\right.$ $\left.\frac{r R}{1-r}\right\}$, one has
$\|\phi\|_{X} \leq\left\|\phi_{0}\right\|_{X}+\left\|\phi-\phi_{0}\right\|_{X} \leq R+\frac{r R}{1-r}=\frac{R}{1-r}$.
Next, we will show that $\Phi\left(X_{0}\right) \subset X_{0}$. In fact, for any $\phi \in X_{0}$, we have

$$
\begin{aligned}
& \left\|\Phi \phi-\phi_{0}\right\|_{0} \\
= & \max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left\{\mid \int_{-\infty}^{t} e_{-\delta_{i}}(t, \sigma(s))\right. \\
& \times\left[\delta_{i}(s) \int_{s-\tau_{i}(s)}^{s} \phi_{i}^{\Delta}(u) \Delta u\right. \\
& +\sum_{j=1}^{n} a_{i j}(s) f_{j}\left(\phi_{j}\left(s-\alpha_{i j}(s)\right)\right) \\
& \left.\left.+\sum_{j=1}^{n} b_{i j}(s) g_{j}\left(\phi_{j}^{\Delta}\left(s-\beta_{i j}(s)\right)\right)\right] \Delta s \mid\right\} \\
\leq & \max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left\{\int _ { - \infty } ^ { t } e _ { - \delta _ { i } } ( t , \sigma ( s ) ) \left[\delta_{i}^{+}\left\|\phi^{\Delta}\right\|_{0} \tau_{i}^{+}\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.\left.+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\|\phi\|_{0}+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\left\|\phi^{\Delta}\right\|_{0}\right] \Delta s\right\} \\
\leq & \max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left\{\int _ { - \infty } ^ { t } e _ { - \delta _ { i } } ( t , \sigma ( s ) ) \left(\delta_{i}^{+} \tau_{i}^{+}\right.\right. \\
& \left.\left.+\sum_{j=1}^{n} a_{i j}^{+} L_{j}+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\|\phi\|_{X} \Delta s\right\} \\
\leq & \max _{1 \leq i \leq n}\left\{\frac{1}{\delta_{i}^{-}}\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\right\}\|\phi\|_{X}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\left(\Phi \phi-\phi_{0}\right)^{\Delta}\right\|_{0} \\
= & \max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left\{\mid \delta_{i}(t) \int_{t-\tau_{i}(t)}^{t} \phi^{\Delta}(u) \Delta u\right. \\
& +\sum_{j=1}^{n} a_{i j}(t) f_{j}\left(\phi_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& +\sum_{j=1}^{n} b_{i j}(t) g_{j}\left(\phi_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right) \\
& -\int_{-\infty}^{t} \delta_{i}(t) e_{-\delta_{i}}(t, \sigma(s))\left[\delta_{i}(s) \int_{s-\tau_{i}(s)}^{s} \phi_{i}^{\Delta}(u) \Delta u\right. \\
& +\sum_{j=1}^{n} a_{i j}(s) f_{j}\left(\phi_{j}\left(s-\alpha_{i j}(s)\right)\right) \\
& \left.\left.+\sum_{j=1}^{n} b_{i j}(s) g_{j}\left(\phi_{j}^{\Delta}\left(s-\beta_{i j}(s)\right)\right)\right] \Delta s \mid\right\} \\
\leq & \max _{1 \leq i \leq n} \sup _{t \in \mathbb{T}}\left\{\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\|\phi\|_{X}\right. \\
& +\delta_{i}^{+} \int_{-\infty}^{t} e_{-\delta_{i}}(t, \sigma(s))\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\right. \\
& \left.\left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\|\phi\|_{X} \Delta s\right\} \\
\leq & \max _{1 \leq i \leq n}\left\{( 1 + \frac { \delta _ { i } ^ { + } } { \delta _ { i } ^ { - } } ) \left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\right.\right. \\
& \left.\left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\right\}\|\phi\|_{X} \\
&
\end{aligned}
$$

Thus, we obtain

$$
\begin{aligned}
& \left\|\Phi \phi-\phi_{0}\right\|_{X} \\
= & \max \left\{\left\|\Phi \phi-\phi_{0}\right\|_{0},\left\|\left(\Phi \phi-\phi_{0}\right)^{\Delta}\right\|_{0}\right\} \\
\leq & \max _{1 \leq i \leq n}\left\{\frac{1}{\delta_{i}^{-}}, 1+\frac{\delta_{i}^{+}}{\delta_{i}^{-}}\right\}\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\|\phi\|_{X} \\
= & r\|\phi\|_{X} \leq \frac{r R}{1-r},
\end{aligned}
$$

which implies $(\Phi \phi) \in X_{0}$, so the mapping $\Phi$ is a self-mapping from $X_{0}$ to $X_{0}$.

Finally, we prove that $\Phi$ is a contraction mapping. Taking $\phi, \psi \in X_{0}$, we have that

$$
\begin{aligned}
& \|\Phi \phi-\Phi \psi\|_{0} \\
\leq & \max _{1 \leq i \leq n}\left\{\frac { 1 } { \delta _ { i } ^ { - } } \left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\right.\right. \\
& \left.\left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\right\}\|\phi-\psi\|_{X} \\
\leq & r\|\phi-\psi\|_{X}
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|(\Phi \phi-\Phi \psi)^{\Delta}\right\|_{0} \\
\leq & \max _{1 \leq i \leq n}\left\{( 1 + \frac { \delta _ { i } ^ { + } } { \delta _ { i } ^ { - } } ) \left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\right.\right. \\
& \left.\left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)\right\}\|\phi-\psi\|_{X} \\
\leq & r\|\phi-\psi\|_{X} .
\end{aligned}
$$

Noticing that $r<1$, it means that $\Phi$ is a contraction mapping. Therefore, there exists a unique fixed point $\phi \in X_{0}$ such that $\Phi \phi=\phi$. Then system (1) has a unique almost periodic solution in the region $X_{0}=\left\{\phi(t) \in X \left\lvert\,\left\|\phi-\phi_{0}\right\| \leq \frac{r R}{1-r}\right.\right\}$. This completes the proof.

Theorem 7. Assume that $\left(H_{1}\right)-\left(H_{3}\right)$ hold, then system (1) has a unique almost periodic solution which is globally exponentially stable.
Proof. From Theorem 6, we see that system (1) has at least one almost periodic solution $\bar{x}(t)=$ $\left(\bar{x}_{1}(t), \bar{x}_{2}(t), \ldots, \bar{x}_{n}(t)\right)^{T}$. Suppose that $x(t)=$ $\left(x_{1}(t), x_{2}(t), \ldots, x_{n}(t)\right)^{T}$ is an arbitrary solution. Set $y_{i}(t)=x_{i}(t)-\bar{x}_{i}(t), i=1,2, \ldots, n$, then it follows from system (1) that

$$
\begin{aligned}
& y_{i}^{\Delta}(t) \\
= & x_{i}^{\Delta}(t)-\bar{x}_{i}^{\Delta}(t) \\
= & -\delta_{i}(t) x_{i}\left(t-\tau_{i}(t)\right)+\sum_{j=1}^{n} a_{i j}(t) f_{j}\left(x_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& +\sum_{j=1}^{n} b_{i j}(t) g_{j}\left(x_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)+I_{i}(t)
\end{aligned}
$$

$$
\begin{align*}
& +\delta_{i}(t) \bar{x}_{i}\left(t-\tau_{i}(t)\right)-\sum_{j=1}^{n} a_{i j}(t) f_{j}\left(\bar{x}_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& -\sum_{j=1}^{n} b_{i j}(t) g_{j}\left(\bar{x}_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)-I_{i}(t) \\
= & -\delta_{i}(t) y_{i}\left(t-\tau_{i}(t)\right)+\sum_{j=1}^{n} a_{i j}(t)\left[f_{j}\left(x_{j}\left(t-\alpha_{i j}(t)\right)\right)\right. \\
& \left.-f_{j}\left(\bar{x}_{j}\left(t-\alpha_{i j}(t)\right)\right)\right] \\
& +\sum_{j=1}^{n} b_{i j}(t)\left[g_{j}\left(x_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)\right. \\
& \left.-g_{j}\left(\bar{x}_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)\right] \\
= & -\delta_{i}(t) y_{i}\left(t-\tau_{i}(t)\right)+\sum_{j=1}^{n} a_{i j}(t)\left[f _ { j } \left(y_{j}\left(t-\alpha_{i j}(t)\right)\right.\right. \\
& \left.\left.+\bar{x}_{j}\left(t-\alpha_{i j}(t)\right)\right)-f_{j}\left(\bar{x}_{j}\left(t-\alpha_{i j}(t)\right)\right)\right] \\
& +\sum_{j=1}^{n} b_{i j}(t)\left[g_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)+\bar{x}_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)\right. \\
& \left.-g_{j}\left(\bar{x}_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)\right] \\
= & -\delta_{i}(t) y_{i}\left(t-\tau_{i}(t)\right)+\sum_{j=1}^{n} a_{i j}(t) F_{j}\left(y_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& +\sum_{j=1}^{n} b_{i j}(t) G_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right) \tag{7}
\end{align*}
$$

where $i=1,2, \ldots, n$ and for $i, j=1,2, \ldots, n$,

$$
\begin{aligned}
& F_{j}\left(y_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
= & f_{j}\left(y_{j}\left(t-\alpha_{i j}(t)\right)+\bar{x}_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& -f_{j}\left(\bar{x}_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& g_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right) \\
= & g_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)+\bar{x}_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right) \\
& -g_{j}\left(\bar{x}_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right) .
\end{aligned}
$$

It follows from $\left(H_{2}\right)$ that for $i, j=1,2, \ldots, n$,

$$
\begin{aligned}
& \left|F_{j}\left(y_{j}\left(t-\alpha_{i j}(t)\right)\right)\right| \leq L_{j}\left|y_{j}\left(t-\alpha_{i j}(t)\right)\right| \\
& \left|G_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)\right| \leq l_{j}\left|y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right| .
\end{aligned}
$$

The initial condition of (7) is

$$
\psi_{i}(t)=\varphi_{i}(t)-\bar{\varphi}_{i}(t), t \in[-\tau, 0]_{\mathbb{T}}, i=1,2, \ldots, n
$$

Let $H_{i}$ and $K_{i}$ be defined by

$$
\begin{aligned}
& H_{i}(\omega) \\
= & \delta_{i}^{-}-\omega-\exp \left(\omega \sup _{s \in \mathbb{T}} \mu(s)\right)\left(\delta_{i}^{+} \tau_{i}^{+} \exp \left(\omega \tau_{i}^{+}\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\sum_{j=1}^{n} a_{i j}^{+} L_{j} \exp \left(\omega \alpha_{i j}^{+}\right)+\sum_{j=1}^{n} b_{i j}^{+} l_{j} \exp \left(\omega \beta_{i j}^{+}\right)\right) \\
& i=1,2, \ldots, n
\end{aligned}
$$

and

$$
\begin{aligned}
& k_{i}(\omega) \\
= & \delta_{i}^{-}-\omega-\left(\delta_{i}^{+} \exp \left(\omega \sup _{s \in \mathbb{T}} \mu(s)\right)\right. \\
& \left.+\delta_{i}^{-}-\omega\right)\left(\delta_{i}^{+} \tau_{i}^{+} \exp \left(\omega \tau_{i}^{+}\right)\right. \\
& \left.+\sum_{j=1}^{n} a_{i j}^{+} L_{j} \exp \left(\omega \alpha_{i j}^{+}\right)+\sum_{j=1}^{n} b_{i j}^{+} l_{j} \exp \left(\omega \beta_{i j}^{+}\right)\right), \\
& i=1,2, \ldots, n .
\end{aligned}
$$

By $\left(H_{3}\right)$, we can get

$$
\begin{aligned}
H_{i}(0) & =\delta_{i}^{-}-\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right) \\
& >0, i=1,2, \ldots, n
\end{aligned}
$$

and

$$
\begin{aligned}
K_{i}(0)= & \delta_{i}^{-}-\left(\delta_{i}^{+}+\delta_{i}^{-}\right)\left(\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}\right. \\
& \left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j}\right)>0, i=1,2, \ldots, n .
\end{aligned}
$$

Since $H_{i}, K_{i}$ are continuous on $[0,+\infty)$ and $H_{i}(\omega), H_{i}(\omega) \rightarrow-\infty$ as $\omega \rightarrow+\infty$, so there exist $\omega_{i}, \omega_{i}^{*}>0$ such that $H_{i}\left(\omega_{i}\right)=K_{i}\left(\omega_{i}^{*}\right)=0$ and $H_{i}(\omega)>0$ for $\omega \in\left(0, \omega_{i}\right), K_{i}(\omega)>0$ for $\omega \in\left(0, \omega_{i}^{*}\right), i=1,2, \ldots, n$.

Let $a=\min \left\{\omega_{1}, \omega_{2}, \ldots, \omega_{n}, \omega_{1}^{*}, \omega_{2}^{*}, \ldots, \omega_{n}^{*}\right\}$, we have $H_{i}(a) \geq 0, K_{i}(a) \geq 0, i=1,2, \ldots, n$. Then, there exists a positive constant $\lambda \in(0, \min \{a$, $\left.\min _{1 \leq i \leq n}\left\{\delta_{i}^{-}\right\}\right\}$) such that

$$
H_{i}(\lambda)>0, K_{i}(\lambda)>0, i=1,2, \ldots, n
$$

which implies that

$$
\begin{align*}
& \frac{\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i}^{-}-\lambda}\left(\delta_{i}^{+} \tau_{i}^{+} \exp \left(\lambda \tau_{i}^{+}\right)\right. \\
& \left.+\sum_{j=1}^{n} a_{i j}^{+} L_{j} \exp \left(\lambda \alpha_{i j}^{+}\right)+\sum_{j=1}^{n} b_{i j}^{+} l_{j} \exp \left(\lambda \beta_{i j}^{+}\right)\right) \\
& <1 \tag{8}
\end{align*}
$$

and

$$
\left(1+\frac{\delta_{i}^{+} \exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i}^{-}-\lambda}\right)\left(\delta_{i}^{+} \tau_{i}^{+} \exp \left(\lambda \tau_{i}^{+}\right)\right.
$$

$$
\begin{align*}
& +\sum_{j=1}^{n} a_{i j}^{+} L_{j} \exp \left(\lambda \alpha_{i j}^{+}\right) \\
& \left.+\sum_{j=1}^{n} b_{i j}^{+} l_{j} \exp \left(\lambda \beta_{i j}^{+}\right)\right)<1  \tag{9}\\
& i=1,2, \ldots, n
\end{align*}
$$

Let

$$
M=\max _{1 \leq i \leq n}\left\{\frac{\delta_{i}^{-}}{\delta_{i}^{+} \tau_{i}^{+}+\sum_{j=1}^{n} a_{i j}^{+} L_{j}+\sum_{j=1}^{n} b_{i j}^{+} l_{j}}\right\}
$$

by $\left(H_{3}\right)$ we have $M>1$. Thus

$$
\begin{aligned}
& \frac{1}{M}<\frac{\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i}^{-}-\lambda}\left(\delta_{i}^{+} \tau_{i}^{+} \exp \left(\lambda \tau_{i}^{+}\right)\right. \\
& \left.+\sum_{j=1}^{n} a_{i j}^{+} L_{j} \exp \left(\lambda \alpha_{i j}^{+}\right)+\sum_{j=1}^{n} b_{i j}^{+} l_{j} \exp \left(\lambda \beta_{i j}^{+}\right)\right)
\end{aligned}
$$

Rewrite (7) in the form

$$
\begin{align*}
& y_{i}^{\Delta}(t)+\delta_{i}(t) y_{i}(t) \\
= & \delta_{i}(t) \int_{t-\tau_{i}(t)}^{t} y_{i}^{\Delta}(\theta) \Delta \theta \\
& +\sum_{j=1}^{n} a_{i j}(t) F_{j}\left(y_{j}\left(t-\alpha_{i j}(t)\right)\right)  \tag{10}\\
& +\sum_{j=1}^{n} b_{i j}(t) G_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right), i=1,2, \ldots, n .
\end{align*}
$$

Multiplying the both sides of (10) by $e_{-\delta_{i}}(t, \sigma(s))$ and integrating over $[0, t]_{\mathbb{T}}$, we can get

$$
\begin{align*}
& y_{i}(t) \\
= & y_{i}(0) e_{-\delta_{i}}(t, 0) \\
& +\int_{0}^{t} e_{-\delta_{i}}(t, \sigma(s))\left\{\delta_{i}(s) \int_{s-\tau_{i}(s)}^{s} y_{i}^{\Delta}(\theta) \Delta \theta\right. \\
& +\sum_{j=1}^{n} a_{i j}(s) F_{j}\left(y_{j}\left(s-\alpha_{i j}(s)\right)\right) \\
& \left.+\sum_{j=1}^{n} b_{i j}(s) G_{j}\left(y_{j}^{\Delta}\left(s-\beta_{i j}(s)\right)\right)\right\} \Delta s  \tag{11}\\
& i=1,2, \ldots, n
\end{align*}
$$

It is easy to see that
$\|y(t)\|_{X}=\|\psi\|_{X} \leq M e_{\ominus \lambda}(t, 0)\|\psi\|_{X}, \forall t \in[-\tau, 0]_{\mathbb{T}}$.
Now, we claim that
$\|y(t)\|_{X} \leq M e_{\ominus \lambda}(t, 0)\|\psi\|_{X}, \forall t \in(0,+\infty)_{\mathbb{T}}$.

To prove (12), we first show that for any $p>1$, the following inequality holds

$$
\begin{equation*}
\|y(t)\|_{X}<p M e_{\ominus \lambda}(t, 0)\|\psi\|_{X}, \forall t \in(0,+\infty)_{\mathbb{T}} \tag{13}
\end{equation*}
$$

If (13) is not true, then there exist a $t_{1} \in(0,+\infty)_{\mathbb{T}}$ and $i_{1}, i_{2} \in\{1,2, \ldots, n\}$ such that

$$
\begin{aligned}
\mid y\left(t_{1}\right) \|_{X} & =\max \left\{\left\|y\left(t_{1}\right)\right\|_{0},\left\|y^{\Delta}\left(t_{1}\right)\right\|_{0}\right\} \\
& =\max \left\{\left|y_{i_{1}}\left(t_{1}\right)\right|,\left|y_{i_{2}}^{\Delta}\left(t_{1}\right)\right|\right\} \\
& \geq p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}
\end{aligned}
$$

and

$$
\|y(t)\|_{X} \leq p M e_{\ominus \lambda}(t, 0)\|\psi\|_{X}, t \in\left[-\tau, t_{1}\right]_{\mathbb{T}}
$$

Therefore, there must exist a constant $c \geq 1$ such that

$$
\begin{align*}
\mid y\left(t_{1}\right) \|_{X} & =\max \left\{\left\|y\left(t_{1}\right)\right\|_{0},\left\|y^{\Delta}\left(t_{1}\right)\right\|_{0}\right\} \\
& =\max \left\{\left|y_{i_{1}}\left(t_{1}\right)\right|,\left|y_{i_{2}}^{\Delta}\left(t_{1}\right)\right|\right\} \\
& =c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \tag{14}
\end{align*}
$$

and

$$
\begin{equation*}
\|y(t)\|_{X} \leq c p M e_{\ominus \lambda}(t, 0)\|\psi\|_{X}, t \in\left[-\tau, t_{1}\right]_{\mathbb{T}} . \tag{15}
\end{equation*}
$$

By (11), (14), (15) and $\left(H_{1}\right)-\left(H_{3}\right)$, we can obtain

$$
\begin{aligned}
& \left|y_{i_{1}}\left(t_{1}\right)\right| \\
\leq & \|\psi\|_{X} e_{-\delta_{i_{1}}}\left(t_{1}, 0\right)+c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \\
& \times \int_{0}^{t_{1}} e_{-\delta_{i_{1}}}\left(t_{1}, \sigma(s)\right) e_{\lambda}\left(t_{1}, \sigma(s)\right) \\
& \times\left\{\delta_{i_{1}}^{+} \int_{s-\tau_{i_{1}}(s)}^{s} e_{\lambda}(\sigma(s), \theta) \Delta \theta\right. \\
& +\sum_{j=1}^{n} a_{i_{1} j}^{+} L_{j} e_{\lambda}\left(\sigma(s), s-\alpha_{i_{1} j}(s)\right) \\
& \left.+\sum_{j=1}^{n} b_{i_{1} j}^{+} l_{j} e_{\lambda}\left(\sigma(s), s-\beta_{i_{1 j} j}(s)\right)\right\} \Delta s \\
\leq & \|\psi\|_{X} e_{-\delta_{i_{1}}}\left(t_{1}, 0\right)+c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \\
& \times \int_{0}^{t_{1}} e_{-\delta_{i_{1}} \oplus \lambda}\left(t_{1}, \sigma(s)\right) \\
& \times\left\{\delta_{i_{1}}^{+} \tau_{i_{1}}^{+} e_{\lambda}\left(\sigma(s), s-\tau_{i_{1}}(s)\right)\right. \\
& +\sum_{j=1}^{n} a_{i_{1} j}^{+} L_{j} e_{\lambda}\left(\sigma(s), s-\alpha_{i_{1} j}(s)\right) \\
& \left.+\sum_{j=1}^{n} b_{i_{1} j}^{+} l_{j} e_{\lambda}\left(\sigma(s), s-\beta_{i_{1} j}(s)\right)\right\} \Delta s
\end{aligned}
$$

$\leq\|\psi\|_{X} e_{-\delta_{i_{1}}}\left(t_{1}, 0\right)+c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}$
$\times \int_{0}^{t_{1}} e_{-\delta_{i_{1}} \oplus \lambda}\left(t_{1}, \sigma(s)\right)$
$\times\left\{\delta_{i_{1}}^{+} \tau_{i_{1}}^{+} \exp \left[\lambda\left(\tau_{i_{1}}^{+}+\sup _{s \in \mathbb{T}} \mu(s)\right)\right]\right.$
$+\sum_{j=1}^{n} a_{i_{1} j}^{+} L_{j} \exp \left[\lambda\left(\alpha_{i_{1} j}^{+}+\sup _{s \in \mathbb{T}} \mu(s)\right)\right]$
$\left.+\sum_{j=1}^{n} b_{i_{1 j}}^{+} l_{j} \exp \left[\lambda\left(\beta_{i_{1} j}^{+}+\sup _{s \in \mathbb{T}} \mu(s)\right)\right]\right\} \Delta s$
$=c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}\left\{\frac{1}{p M} e_{-\delta_{i_{1}} \oplus \lambda}\left(t_{1}, 0\right)\right.$
$+\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)\left[\delta_{i_{1}}^{+} \tau_{i_{1}}^{+} \exp \left(\lambda \tau_{i_{1}}^{+}\right)\right.$
$\left.+\sum_{j=1}^{n} a_{i_{1 j}}^{+} L_{j} \exp \left(\lambda \alpha_{i_{1} j}^{+}\right)+\sum_{j=1}^{n} b_{i_{1} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{1} j}^{+}\right)\right]$
$\left.\times \int_{0}^{t_{1}} e_{-\delta_{i_{1}} \oplus \lambda}\left(t_{1}, \sigma(s)\right) \Delta s\right\}$
$<c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}\left\{\frac{1}{M} e_{-\left(\delta_{i_{1}}^{-}-\lambda\right)}\left(t_{1}, 0\right)\right.$
$+\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)\left[\delta_{i_{1}}^{+} \tau_{i_{1}}^{+} \exp \left(\lambda \tau_{i_{1}}^{+}\right)\right.$
$\left.+\sum_{j=1}^{n} a_{i_{1} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{1} j}^{+}\right)+\sum_{j=1}^{n} b_{i_{1} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{1} j}^{+}\right)\right]$
$\left.\frac{1}{-\left(\delta_{i_{1}}^{-}-\lambda\right)} \int_{0}^{t_{1}}-\left(\delta_{i_{1}}^{-}-\lambda\right) e_{-\left(\delta_{i_{1}}^{-}-\lambda\right)}\left(t_{1}, \sigma(s)\right) \Delta s\right\}$
$=c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}\left\{\left[\frac{1}{M}-\frac{\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i_{1}}^{-}-\lambda}\right.\right.$
$\times\left(\delta_{i_{1}}^{+} \tau_{i_{1}}^{+} \exp \left(\lambda \tau_{i_{1}}^{+}\right)+\sum_{j=1}^{n} a_{i_{1 j}}^{+} L_{j} \exp \left(\lambda \alpha_{i_{1 j} j}^{+}\right)\right.$
$\left.\left.+\sum_{j=1}^{n} b_{i_{1} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{1} j}^{+}\right)\right)\right] e_{-\left(\delta_{i_{1}}^{-}-\lambda\right)}\left(t_{1}, 0\right)$
$+\frac{\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i_{1}}^{-}-\lambda}\left(\delta_{i_{1}}^{+} \tau_{i_{1}}^{+} \exp \left(\lambda \tau_{i_{1}}^{+}\right)\right.$
$\left.\left.+\sum_{j=1}^{n} a_{i_{1 j} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{1} j}^{+}\right)+\sum_{j=1}^{n} b_{i_{1} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{1} j}^{+}\right)\right)\right\}$
$<c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}$.
It follows from Lemma 4 and (11) that for $i=$ $1,2, \ldots, n$,

$$
y_{i}^{\Delta}(t)
$$

$$
\begin{align*}
= & -\delta_{i}(t) y_{i}(0) e_{-\delta_{i}}(t, 0)+\left(\delta_{i}(t) \int_{t-\tau_{i}(t)}^{t} y_{i}^{\Delta}(\theta) \Delta \theta\right. \\
& +\sum_{j=1}^{n} a_{i j}(t) F_{j}\left(y_{j}\left(t-\alpha_{i j}(t)\right)\right) \\
& \left.+\sum_{j=1}^{n} b_{i j}(t) G_{j}\left(y_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)\right) \\
& +\int_{0}^{t}-\delta_{i}(t) e_{-\delta_{i}}(t, \sigma(s))\left\{\delta_{i}(s) \int_{s-\tau_{i}(s)}^{s} y_{i}^{\Delta}(\theta) \Delta \theta\right. \\
& +\sum_{j=1}^{n} a_{i j}(s) F_{j}\left(y_{j}\left(s-\alpha_{i j}(s)\right)\right) \\
& \left.+\sum_{j=1}^{n} b_{i j}(s) G_{j}\left(y_{j}^{\Delta}\left(s-\beta_{i j}(s)\right)\right)\right\} \Delta s . \tag{17}
\end{align*}
$$

Then, by (14), (15) and (17), we have

$$
\begin{aligned}
& \left|y_{i_{2}}^{\Delta}\left(t_{1}\right)\right| \\
& \leq \delta_{i_{2}}^{+} e_{-\delta_{i_{2}}}\left(t_{1}, 0\right)\|\psi\|_{X}+c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \\
& \times\left(\delta_{i_{2}}^{+} \int_{t_{1}-\tau_{i_{2}}\left(t_{1}\right)}^{t_{1}} e_{\lambda}\left(t_{1}, \theta\right) \Delta \theta\right. \\
& +\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} e_{\lambda}\left(t_{1}, t_{1}-\alpha_{i_{2} j}\left(t_{1}\right)\right) \\
& \left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} e_{\lambda}\left(t_{1}, t_{1}-\beta_{i_{2} j}\left(t_{1}\right)\right)\right) \\
& +\delta_{i_{2}}^{+} c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \int_{0}^{t_{1}} e_{-\delta_{i_{2}}}\left(t_{1}, \sigma(s)\right) \\
& \times e_{\lambda}\left(t_{1}, \sigma(s)\right)\left\{\delta_{i_{2}}^{+} \int_{s-\tau_{i_{2}}(s)}^{s} e_{\lambda}(\sigma(s), \theta) \Delta \theta\right. \\
& +\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} e_{\lambda}\left(\sigma(s), s-\alpha_{i_{2} j}(s)\right) \\
& \left.+\sum_{j=1}^{n} b_{i_{2}}^{+} l_{j} e_{\lambda}\left(\sigma(s), s-\beta_{i_{2} j}(s)\right)\right\} \Delta s \\
& \leq \delta_{i_{2}}^{+} e_{-\delta_{i_{2}}}\left(t_{1}, 0\right)\|\psi\|_{X}+c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \\
& \times\left(\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} e_{\lambda}\left(t_{1}, t_{1}-\tau_{i_{2}}\left(t_{1}\right)\right)\right. \\
& +\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} e_{\lambda}\left(t_{1}, t_{1}-\alpha_{i_{2} j}\left(t_{1}\right)\right) \\
& \left.+\sum_{j=1}^{n} b_{i_{2}}^{+} l_{j} e_{\lambda}\left(t_{1}, t_{1}-\beta_{i_{2} j}\left(t_{1}\right)\right)\right) \\
& +\delta_{i_{2}}^{+} c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \int_{0}^{t_{1}} e_{-\delta_{i_{2}} \oplus \lambda}\left(t_{1}, \sigma(s)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \times\left\{\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} e_{\lambda}\left(\sigma(s), s-\tau_{i_{2}}(s)\right)\right. \\
& +\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} e_{\lambda}\left(\sigma(s), s-\alpha_{i_{2} j}(s)\right) \\
& \left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} e_{\lambda}\left(\sigma(s), s-\beta_{i_{2} j}(s)\right)\right\} \Delta s \\
\leq & \delta_{i_{2}}^{+} e_{-\delta_{i_{2}}}\left(t_{1}, 0\right)\|\psi\|_{X}+c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \\
& \times\left(\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} \exp \left(\lambda \tau_{i_{2}}^{+}\right)+\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{2} j}^{+}\right)\right. \\
& \left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{2} j}^{+}\right)\right)\left(1+\delta_{i_{2}}^{+} \exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)\right. \\
& \left.\times \int_{0}^{t_{1}} e_{-\delta_{i_{2}} \oplus \lambda}\left(t_{1}, \sigma(s)\right) \Delta s\right)
\end{aligned}
$$

$$
<c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}\left\{\frac{\delta_{i_{2}}^{+}}{M} e_{-\delta_{i_{2}} \oplus \lambda}\left(t_{1}, 0\right)\right.
$$

$$
+\left(\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} \exp \left(\lambda \tau_{i_{2}}^{+}\right)+\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{2} j}^{+}\right)\right.
$$

$$
\left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{2} j}^{+}\right)\right)\left(1+\delta_{i_{2}}^{+} \exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)\right.
$$

$$
\left.\left.\times \int_{0}^{t_{1}} e_{-\delta_{i_{2}} \oplus \lambda}\left(t_{1}, \sigma(s)\right) \Delta s\right)\right\}
$$

$$
\leq c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}\left\{\frac{\delta_{i_{2}}^{+}}{M} e_{-\left(\delta_{i_{2}}^{-}-\lambda\right)}\left(t_{1}, 0\right)\right.
$$

$$
+\left(\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} \exp \left(\lambda \tau_{i_{2}}^{+}\right)+\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{2} j}^{+}\right)\right.
$$

$$
\left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{2} j}^{+}\right)\right)\left(1+\delta_{i_{2}}^{+} \exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)\right.
$$

$$
\left.\left.\times \frac{1}{-\left(\delta_{i_{2}}^{-}-\lambda\right)}\left(e_{-\left(\delta_{i_{2}}^{-}-\lambda\right)}\left(t_{1}, 0\right)-1\right)\right)\right\}
$$

$$
\leq c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}\left\{\left[\frac{1}{M}-\frac{\exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i_{2}}^{-}-\lambda}\right.\right.
$$

$$
\times\left(\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} \exp \left(\lambda \tau_{i_{2}}^{+}\right)+\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{2} j}^{+}\right)\right.
$$

$$
\left.\left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{2} j}^{+}\right)\right)\right] \delta_{i_{2}}^{+} e_{-\left(\delta_{i_{2}}^{-}-\lambda\right)}\left(t_{1}, 0\right)
$$

$$
+\left(1+\frac{\delta_{i_{2}}^{+} \exp \left(\lambda \sup _{s \in \mathbb{T}} \mu(s)\right)}{\delta_{i_{2}}^{-}-\lambda}\right)
$$

$$
\times\left(\delta_{i_{2}}^{+} \tau_{i_{2}}^{+} \exp \left(\lambda \tau_{i_{2}}^{+}\right)+\sum_{j=1}^{n} a_{i_{2} j}^{+} L_{j} \exp \left(\lambda \alpha_{i_{2} j}^{+}\right)\right.
$$

$$
\begin{align*}
& \left.\left.+\sum_{j=1}^{n} b_{i_{2} j}^{+} l_{j} \exp \left(\lambda \beta_{i_{2} j}^{+}\right)\right)\right\} \\
< & c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X} \tag{18}
\end{align*}
$$

Together with (16) and (18), then

$$
\left\|y\left(t_{1}\right)\right\|_{X}<c p M e_{\ominus \lambda}\left(t_{1}, 0\right)\|\psi\|_{X}
$$

which contradicts (14), so (13) holds. Let $p \rightarrow 1$, then (12) holds. Therefore, the almost periodic solution of system (1) is globally exponentially stable. This completes the proof.

## 4 An example

Consider the following neutral delay neural network on time scale $\mathbb{T}$ :

$$
\begin{align*}
x_{i}^{\Delta}(t)= & -\delta_{i}(t) x_{i}\left(t-\tau_{i}(t)\right) \\
& +\sum_{j=1}^{3} a_{i j}(t) f_{j}\left(x_{j}\left(t-\alpha_{i j}(t)\right)\right)  \tag{19}\\
& +\sum_{j=1}^{3} b_{i j}(t) g_{j}\left(x_{j}^{\Delta}\left(t-\beta_{i j}(t)\right)\right)+I_{i}(t)
\end{align*}
$$

where $i=1,2,3$, and

$$
\begin{aligned}
& \delta_{1}(t)=0.55+0.1|\sin t|, \delta_{2}(t)=0.6+0.2|\cos \sqrt{2} t|, \\
& \delta_{3}(t)=0.7+0.25|\sin t|, \tau_{1}(t)=\frac{1.5+|\sin \sqrt{2} t|}{250}, \\
& \tau_{2}(t)=\frac{2+0.5|\cos \sqrt{2} t|}{150}, \tau_{3}(t)=\frac{3+0.5|\sin 2 t|}{250}, \\
& \left(a_{i j}(t)\right)_{3 \times 3}= \\
& \left(\begin{array}{lll}
0.10|\sin t| & 0.15|\cos \sqrt{2} t| & 0.06|\cos t| \\
0.15|\cos t| & 0.12|\cos \sqrt{3} t| & 0.05|\sin t| \\
0.13|\sin t| & 0.08|\sin \sqrt{5} t| & 0.09|\sin t|
\end{array}\right), \\
& \left(b_{i j}(t)\right)_{3 \times 3}= \\
& \left(\begin{array}{lll}
0.15|\sin t| & 0.06|\sin \sqrt{2} t| & 0.05|\cos t| \\
0.05|\sin t| & 0.03|\cos \sqrt{3} t| & 0.07|\sin t| \\
0.15|\cos t| & 0.05|\sin \sqrt{5} t| & 0.08|\cos t|
\end{array}\right),
\end{aligned}
$$

$f_{1}(x)=0.3|x|, f_{2}(x)=0.5|\sin x|, f_{3}(x)=|x|$,
$g_{1}(x)=0.6|\sin x|, g_{2}(x)=1.5|x|$,
$g_{3}(x)=1.5|\cos x|$.
Let $\mathbb{T}=\mathbb{R}$ and $\mathbb{T}=\mathbb{Z}$. Take $\alpha_{i j}>0, \beta_{i j}>$ $0, I_{i}(i, j=1,2,3)$ to be arbitrary almost periodic functions. By a direct calculation, we can get $r=0.7492<1$ and $-\delta_{i} \in \mathcal{R}^{+}$. By Theorem 6 and Theorem 7, system (19) has a unique almost periodic solution which is globally exponentially stable.

## 5 Conclusion

This paper is concerned with a neutral-type neural networks with time-varying delay in the leakage term on time scales (system (1)), based on the theory of calculus on time scales, by using the exponential dichotomy of linear dynamic equations and Banach's fixed point theorem as well as some mathematical methods, some sufficient conditions are obtained for the existence and exponential stability of almost periodic solution of system (1). From Theorem 6 and Theorem 7, we can see that the existence and exponential stability of almost periodic solutions for system (1) only depends on time delays $\tau_{i}$ (the delays in the leakage term) and does not depend on time delays $\alpha_{i j}$ and $\beta_{i j}$. These results have important leading significance in designs and applications of such neural networks.

The results obtained in this paper can be applied to the analysis of the periodic (and almost periodic) dynamical regimes into the dynamical systems with strange attractors [20], and to non-autonomous solutions' analysis of non-autonomous gyrostats' systems [21]. Also, one may consider many other systems, see [22-25].

Acknowledgements: This work is supported by the Basic and Frontier Technology Research Project of Henan Province (Grant No. 142300410000), the National Natural Sciences Foundation of People's Republic of China (Tianyuan Fund for Mathematics, Grant No. 11326113).

## References:

[1] R. Samidurai, R. Sakthivel, S. Anthoni, Global asymptotic stability of BAM neural networks with mixed delays and impulses, Applied Mathematics and Computation, Vol. 212, No. 1, 2009, pp. 113-119.
[2] W. Su, Y. Chen, Global robust stability criteria of stochastic Cohen-Grossberg neural networks with discrete and distributed time-varying delays, Communications in Nonlinear Science and Numerical Simulation, Vol. 14, No. 2, 2009, pp. 520-528.
[3] M. Gao, B. Cui, Global robust exponential stability of discrete-time interval BAM neural networks with time-varying delays, Applied Mathematical Modelling, Vol. 33, No. 3, 2009, pp. 1270-1284.
[4] F. Neri, PIRR: a Methodology for Distributed Network Management in Mobile Networks, WSEAS Transactions on Information Science
and Applications, Vol. 3, No. 5, 2008, pp. 306311.
[5] S. Mohamad, K. Gopalsamy, H. Akca, Exponential stability of artificial neural networks with distributed delays and large impulses, Nonlinear Analysis: Real World Applications, Vol. 9, No. 3, 2008, pp. 872-888.
[6] Y. Meng, S. Guo, L. Huang, Convergence dynamics of Cohen-Grossberg neural networks with continuously distributed delays, Applied Mathematics and Computation Vol. 202, No. 1, 2008, pp. 188-199.
[7] B. Liu, L. Huang, Existence and stability of almost periodic solutions for shunting inhibitory cellular neural networks with continuously distributed delays, Physics Letters A, Vol. 349, No. 1-4, 2006, pp. 177-186.
[8] Y. Liu, W. Tang, Existence and exponential stability of periodic solution for BAM neural networks with periodic coefficients and delays, Neurocomputing, Vol. 69, No. 16-18, 2006, pp. 2152-2160.
[9] M. Hu, L. Wang, Existence and exponential stability of almost periodic solution for BAM neural networks on time scales, Journal of Information and Computing Science, Vol. 10, No. 12, 2013, pp. 3889-3898.
[10] M. Hu, L. Wang, Exponential synchronization of chaotic delayed neural networks on time scales, International Journal of Applied Mathematics and Statistics, Vol. 34, No. 4, 2013, pp. 96-103.
[11] M. Hu, Existence and stability of anti-periodic solutions for an impulsive neural networks on time scales, International Journal of Applied Mathematics and Statistics, Vol. 47, No. 17, 2013, pp. 61-69.
[12] Z. Zhang, K. Liu, Existence and global exponential stability of a periodic solution to interval general bidirectional associative memory (BAM) neual networks with multiple delays on time scales, Neural Networks, Vol. 24, No. 5, 2011, pp. 427-439.
[13] A. Martynyuk, T. Lukyanova, S. Rasshyvalova, On stability of Hopfield neural network on time scales, Nonlinear Dynamics and Systems Theory, Vol. 10, No. 4, 2010, pp. 397-408.
[14] P. Balasubramaniam, M. Kalpana, R. Rakkiyappan, State estimation for fuzzy cellular neural networks with time delay in the leakage term, discrete and unbounded distributed delays, Computers \& Mathematics with Applications, Vol. 62, No. 10, 2011, pp. 3959-3972.
[15] X. Li, J Cao, Delay-dependent stability of neural networks of neutral type with time delay in the leakage term, Nonlinearity, Vol. 23, No. 7, 2010, pp. 1709-1726.
[16] X. Li, X. Fu, P. Balasubramaniam, R. Rakkiyappan, Existence, uniqueness and stability analysis of recurrent neural networks with time delay in the leakage term under impulsive perturbations, Nonlinear Analysis: Real World Applications, Vol. 11, No. 5, 2010, pp. 4092-4108.
[17] M. Bohner, A. Peterson, Advances in dynamic equations on time scales, Birkhäuser, Boston, 2003.
[18] Y. Li, C. Wang, Almost periodic functions on time scales and applications, Discrete Dynamics in Nature and Society, Vol. 2011, Article ID 727068.
[19] M. Hu, L. Wang, Unique existence theorem of solution of almost periodic diffrential equations on time scales, Discrete Dynamics in Nature and Society, Vol. 2012, Article ID 240735.
[20] A.V. Doroshin, Modeling of chaotic motion of gyrostats in resistant environment on the base of dynamical systems with strange attractors, Communications in Nonlinear Science and Numerical Simulation, Vol. 16, No. 8, 2011, pp. 31883202.
[21] A.V. Doroshin, Evolution of the precessional motion of unbalanced gyrostats of variable structure, Journal of Applied Mathematics and Mechanics, Vol. 72, No. 3, 2008, pp. 259-269.
[22] C. Guarnaccia, F. Neri, An introduction to the special issue on recent methods on physical polluting agents and environment modeling and simulation, WSEAS Transactions on Systems, Vol. 12, No. 2, 2013, pp. 53-54.
[23] L. Pekar, F. Neri, An introduction to the special issue on advanced control methods: Theory and application, WSEAS Transactions on Systems, Vol. 12, No. 6, 2013, pp. 301-303.
[24] L. Pekar, F. Neri, An introduction to the special issue on time delay systems: Modelling, identification, stability, control and applications, WSEAS Transactions on Systems, Vol. 11, No. 10, 2012, pp. 539-540.
[25] M. Muntean, F. Neri, Foreword to the special issue on collaborative systems, WSEAS Transactions on Systems, Vol. 11, No. 11, 2012, pp. 617.

