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#### Abstract

This paper is concerned with the problem of robust static output feedback guaranteed cost control for a class of nonlinear discrete systems with mixed time-varying delays. The proposed controller uses the output measurement to robustly exponentially stabilize the closed-loop system and guarantee an adequate level of system performance. By constructing a set of improved Lyapunov-Krasovskii functionals, novel criteria for the existence of robust output feedback guaranteed cost controller are established in terms of linear matrix inequality (LMI). Two numerical examples are given to illustrate the effectiveness of the proposed methods.
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## 1 Introduction

Over the past few decades, time-delays have been greatly considered in dynamical systems. Time-delay often appears in many areas such as chemical systems, air-craft stabilization, communication systems, population dynamic models, automatic control systems, neural networks, metallurgical processing systems and so on. It is well known that the existence of time-delays in many cases lead to poor system performance, and even cause system instability. Therefore, stability analysis for time-delay systems have been investigated by many researchers over the past years $[1,2,3,4,5,6,7,8,9,10,11,12] .[1,2,3,4,5,6]$ deals with constant delays, and $[7,8,9,10,11,12]$ studies the problem of time-varying delays, or mixed time-varying delays, which being more complicated.

On the other hand, the problem of designing controllers for time-delay systems has drawn considerable attention especially designing robust controllers. A great deal of effort has been directed towards finding a controller in order to guarantee robust stability [ $13,14,15,16,17]$. However, in many practical systems, it is desirable to design control systems which are not only asymptotically or exponentially stable but can also guarantee an adequate level of system performance. One method of dealing with this problem is the guaranteed cost control. Moreover, it has the advantage of providing an upper bound on a given system performance index and thus the system performance degradation incurred by the uncertainties or
nonlinearities is guaranteed to be not more than this bound. Bases on this idea, a lot of significant results have been addressed for continuous-time systems in [18, 19, 20], and for discrete-time systems in [21, 22]. When the time-delay is time-varying delays [23] or interval time-varying delays [24, 25], even is mixed time-varying delays [26], the situation turn to more complicated.

In the past studies for guaranteed cost control, almost most of the articles considered linear systems $[16,17,18,19,20,21,22,23,24,25,26,27]$. However, in majority dynamic systems, the nonlinear perturbations appears more and more frequently. Therefore, we not only deal with the time-varying delays, uncertainties, but also deal with the nonlinearities, difficulties then arise when on attempts to derive exponential stabilization conditions in order to find controller parameters. And in the past studies, the delay appears in nonlinear perturbations always keep consistent with delay in state vector, however in actual system, there exists inconsistent phenomenon. Hence in this case, the methods in linear systems [21, 22, 26, 27] can not directed applied to nonlinear systems. This calls for a fresh look at the problem with a improved Lyapunov-Krasovskii functionals and a new set of LMI conditions.

In this paper, we aim to design robust static output feedback guaranteed cost controller for a class of uncertain discrete systems with mixed time-varying delays and nonlinear perturbations, where the state
and output are subjected to interval time-varying delays. By constructing a set of improved LyapunovKrasovskii functionals, novel criteria for the existence of robust static output feedback guaranteed cost controllers are established in terms of linear matrix inequality (LMI). Two numerical examples are provided to show the effectiveness of the proposed method.

Notations: Throughout this paper, $R^{n}$ denotes the $n$-dimensional Euclidian space, $R^{n \times r}$ is the set of $n \times r$ real matrices, $I$ represents the identity matrix. $A^{T}$ denotes the transpose of $A$, a matrix $A$ is symmetric if $A=A^{T}, \lambda_{\max }(A)$ (respectively, $\lambda_{\min }(A)$ ) denotes the maximum (respectively,minimum) value of the real parts of eigenvalues of $A$. The symmetric terms in a matrix are denoted by $* . X>0$ (respectively $X \geq 0$ ), for $X \in R^{n \times n}$ means that the matrix is real symmetric positive definite (respectively, positive semi definite). $N^{+}$denotes the set of all real nonnegative integers, the scalar product of two vectors $x$, $y$ is denoted by $x^{T} y$ and $x_{k}$ denotes the segment of the solution $x(k)$ on $[-\tau,-\tau+1, \ldots, 0]$ with the norm $\left\|x_{k}\right\|=\max \{\|x(k-\tau)\|, \ldots, \| x(k \|\}$. Matrices, if not explicitly specified, are assumed to have compatible dimensions.

## 2 Preliminaries

Consider the following uncertain discrete-time system with mixed time-varying delays and nonlinear perturbations:

$$
\left\{\begin{array}{l}
x(k+1)=[A+\Delta A] x(k)+\left[A_{1}+\Delta A_{1}\right] x(k \\
\quad-d(k))+[B+\Delta B] u(k)+[F+\Delta F] f(x(k)) \\
\quad+[G+\Delta G] g(x(k-h(k))) \\
y(k)=C x(k)+C_{1} x(k-d(k)) \\
\quad+C_{2} x(k-h(k)), \quad k \in N^{+}  \tag{1}\\
x(k)=\varphi_{k}, \quad k=-\sigma,-\sigma+1, \ldots, 0,
\end{array}\right.
$$

where $x(k) \in R^{n}$ is the state vector, $y(k) \in R^{r}$ is the observation output, $u(k) \in R^{m}$ is the control input. $A, A_{1}, B, F, G, C, C_{1}, C_{2}$ are given constant matrices with appropriate dimensions. $\Delta A, \Delta A_{1}, \Delta B$, $\Delta F, \Delta G$ are the time-varying parameter uncertainties that are assumed to satisfy the following admissible condition:

$$
\begin{gather*}
{\left[\Delta A \Delta A_{1} \Delta B \Delta F \Delta G\right]=M H(k)\left[N_{1} N_{2} N_{3} N_{4} N_{5}\right],} \\
H^{T}(k) H(k) \leqslant I, \quad \forall k \in N^{+}, \tag{2}
\end{gather*}
$$

where $M, N_{1}, N_{2}, N_{3}, N_{4}, N_{5}$ are constant matrices with appropriate dimensions. The positive integers $d(k)$ and $h(k)$ are time-varying delays satisfying:

$$
\begin{equation*}
0<d_{1} \leq d(k) \leq d_{2} \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
0<h_{1} \leq h(k) \leq h_{2} \tag{5}
\end{equation*}
$$

where $d_{1}, d_{2}, h_{1}, h_{2}$ are known positive integers. $f(x(k)) \in R^{n}$, and $g(x(k-h(k))) \in R^{n}$ are unknown nonlinear perturbations with respect to $x(k)$ and $x(k-h(k))$, respectively, assumed as

$$
\begin{align*}
& f^{T}(x(k)) f(x(k)) \leqslant \beta_{1}^{2} x^{T}(k) x(k),  \tag{6}\\
& g^{T}(x(k-h(k))) g(x(k-h(k))) \\
& \quad \leqslant \beta_{2}^{2} x^{T}(k-h(k)) x(k-h(k)), \tag{7}
\end{align*}
$$

where $\beta_{1}, \beta_{2}$ are known positive integers.
The initial condition

$$
\varphi=\left(\varphi_{-\sigma}, \varphi_{-\sigma+1}, \ldots, \varphi_{0}\right) \in R^{(\sigma+1) n}
$$

with the norm

$$
\begin{equation*}
\|\varphi\|=\max \{\|x(-\sigma)\|, \ldots,\|x(0)\|\} \tag{8}
\end{equation*}
$$

where $\sigma=\max \left\{h_{2}, d_{2}\right\}$.
Associated with the system (1) is the following cost function:

$$
\begin{align*}
J= & \sum_{k=0}^{\infty}\left(x^{T}(k) S x(k)+x^{T}(k-d(k)) S_{1} x(k\right.  \tag{9}\\
& -d(k))+x^{T}(k-h(k)) S_{2} x(k-h(k)) \\
& \left.+u^{T}(k) R u(k)\right)
\end{align*}
$$

where $S, S_{1}, S_{2}, R$ are given symmetric positive definite matrices with appropriate dimensions.

Suppose the system output is available for feedback, the problem under consideration in this paper is to design an output feedback controller $u(k)=$ $K y(k)$ for system (1) such that for any admissible uncertain matrix $H(k)$, the resulting closed-loop system is robustly exponentially stable with an upper bound for the cost function (9). The corresponding closedloop system described as follows:

$$
\begin{align*}
& x(k+1)=[\tilde{A}+\tilde{B} K C] x(k)+\left[\tilde{A}_{1}+\tilde{B} K C_{1}\right] \\
& \quad \times x(k-d(k))+\tilde{B} K C_{2} x(k-h(k)) \\
& \quad+\tilde{F} f(x(k))+\tilde{G} g(x(k-h(k))), \tag{10}
\end{align*}
$$

where $\tilde{A}=A+\underset{\tilde{G}}{\Delta} A, \tilde{A}_{1}=A_{1}+\Delta A_{1}, \tilde{B}=B+\Delta B$, $\tilde{F}=F+\Delta F, \tilde{G}=G+\Delta G$.

Before ending this section, we introduce the following definitions and lemmas:

Definition 1 Given $\alpha>0$, the closed-loop system (10) is said to be robustly exponentially stable with a decay rate $\alpha$, if there exists scalars $\mu>0$ such that for every solution $x(k, \phi)$ of the system the following inequality holds:

$$
\|x(k, \phi)\| \leq \mu e^{-\alpha k}\|\phi\|, \quad \forall k \in N^{+} .
$$

Definition 2 For system (1) and cost function (9), if there exist a output feedback control law $u^{*}(k)=$ $K y(k)$ and a positive constant $J^{*}$ such that the closed-loop system (10) is robustly exponentially stable with a decay rate $\alpha$ and the value (9) satisfies $J \leq J^{*}$, then the value $J^{*}$ is said to be a guaranteed cost constant, $u^{*}(k)$ is said to be a robustly output feedback guaranteed cost control law of the system and its corresponding cost function.

Lemma 3 For any $x, y \in R^{n}$ and positive symmetric definite matrix $W \in R^{n \times n}$, we have

$$
\pm 2 x^{T} y \leq x^{T} W x+y^{T} W^{-1} y
$$

Lemma 4 [17] Let $A, E, H$ and $F$ be real matrices of appropriate dimensions and $F^{T} F \leq I$, then we have:
(a) For any scalar $\rho>0: E F H+H^{T} F^{T} E^{T} \leq$ $\rho E E^{T}+\rho^{-1} H^{T} H$.
(b) For any matrix $P>0$ and scalar $\epsilon>0$ satisfying $P-\epsilon E E^{T}>0$ :

$$
\begin{aligned}
& (A+E F H)^{T} P^{-1}(A+E F H) \\
& \quad \leq A^{T}\left(P-\epsilon E E^{T}\right)^{-1} A+\epsilon^{-1} H^{T} H .
\end{aligned}
$$

Lemma 5 (Schur Complement[11]) Given constant matrices $S_{1}, S_{2}, S_{3}$ with appropriate dimensions, where $S_{1}=S_{1}^{T}, S_{2}=S_{2}^{T}$, then $S_{1}+S_{3}^{T} S_{2}^{-1} S_{3}<0$ if and only if

$$
\left(\begin{array}{cc}
S_{1} & S_{3}^{T} \\
S_{3} & -S_{2}
\end{array}\right)<0 \text { or }\left(\begin{array}{cc}
-S_{2} & S_{3} \\
S_{3}^{T} & S_{1}
\end{array}\right)<0 .
$$

## 3 Main Results

In this section, we will investigate a sufficient condition for the existence of robust output feedback guaranteed cost control for system (1) by the Lyapunov function method. Before introducing main result, the notations of several matrix variables are defined for simplicity.

Let us denote

$$
\begin{aligned}
& \Pi_{1}=\left(\begin{array}{ccc}
\Theta_{11} & \Theta_{12} & 0 \\
* & \Theta_{22} & \Theta_{23} \\
* & * & -Q_{1}
\end{array}\right), \\
& \Pi_{14}=\left(\begin{array}{lll}
\Delta^{T} & 0 & 0
\end{array}\right)^{T}, \\
& \Pi_{2}=\operatorname{diag}\left\{-Q_{2},-\varepsilon_{1} I,-\varepsilon_{2} I\right\}, \\
& \Pi_{3}=-\left(W_{1}+3 R\right),
\end{aligned}
$$

$$
\begin{aligned}
& \Pi_{13}=\left(\begin{array}{lll}
W_{2} C & 0 & 0
\end{array}\right)^{T}, \\
& \Pi_{15}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
e^{\alpha} N B & e^{\alpha d_{2}} N B & e^{\alpha h_{2}} N B \\
0 & 0 & 0
\end{array}\right), \\
& \Pi_{16}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
N F & N G & N M & N M & N M \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \\
& \Pi_{5}=\operatorname{diag}\left\{-\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right),-\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)\right. \text {, } \\
& \left.-\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)\right\} \text {, } \\
& \Pi_{4}=\operatorname{diag}\left\{-\left(d_{2}-d_{1}+1\right)\left(W_{1}+3 R\right),\right. \\
& \left.-\left(h_{2}-h_{1}+1\right)\left(W_{1}+3 R\right)\right\} \text {, } \\
& \Pi_{6}=\operatorname{diag}\left\{-\left(I-\epsilon N_{4}^{T} N_{4}\right),-\left(I-\epsilon N_{5}^{T} N_{5}\right)\right. \text {, } \\
& -\epsilon /\left(e^{2 \alpha d_{2}}+e^{2 \alpha}+e^{2 \alpha h_{2}}+2\right),-0.5 a_{1} e^{-\alpha} \text {, } \\
& \left.-0.5 a_{2} e^{-\alpha\left(d_{2}+1\right)}\right\}, \\
& \Theta_{11}=-P+\left(d_{2}-d_{1}+1\right)\left(Q_{1}+e^{2 \alpha d_{2}} S_{1}\right)+\left(h_{2}-h_{1}+1\right) \\
& {\left[Q_{2}+e^{2 \alpha h_{2}} S_{2}+\beta_{2}^{2}\left(e^{2 \alpha\left(1+h_{2}\right)}+\varepsilon_{2} e^{2 \alpha h_{2}}\right) I\right]} \\
& +\beta_{1}^{2}\left(e^{2 \alpha}+\varepsilon_{1}\right) I+S+2 a_{1} e^{\alpha} N_{1}^{T} N_{1} \\
& +2\left(d_{2}-d_{1}+1\right) e^{\alpha\left(d_{2}+1\right)} a_{2} N_{2}^{T} N_{2}, \\
& \Theta_{22}=P-\left(N+N^{T}\right), \Theta_{12}=0.5 e^{\alpha}\left(N A+A^{T} N^{T}\right) \text {, } \\
& \Theta_{23}=0.5 e^{\alpha\left(d_{2}+1\right)}\left(N A_{1}+A_{1}^{T} N^{T}\right) \text {, } \\
& \Delta=\left(\Delta_{1} \Delta_{2}\right), \quad \Delta_{1}=\left(d_{2}-d_{1}+1\right) e^{\alpha d_{2}} C_{1}^{T} W_{2}^{T}, \\
& \Delta_{2}=\left(h_{2}-h_{1}+1\right) e^{\alpha h_{2}} C_{2}^{T} W_{2}^{T} \text {, } \\
& R_{1}=e^{2 \alpha} C_{1}^{T} K^{T} W_{1} K C_{1}+3 e^{2 \alpha d_{2}} C_{1}^{T} K^{T} R K C_{1} \\
& +e^{2 \alpha d_{2}} S_{1}+2 e^{\alpha\left(1+d_{2}\right)} a_{2} N_{2}^{T} N_{2}, \\
& R_{2}=\beta_{2}^{2} e^{2 \alpha\left(1+h_{2}\right)} I+e^{2 \alpha h_{2}} S_{2}+e^{2 \alpha} C_{2}^{T} K^{T} W_{1} K C_{2} \\
& +\varepsilon_{2} \beta_{2}^{2} e^{2 \alpha h_{2}} I+3 e^{2 \alpha h_{2}} C_{2}^{T} K^{T} R K C_{2}, \\
& \lambda_{1}=\lambda_{\text {min }}(P) \text {, } \\
& \lambda_{2}=\lambda_{\max }(P)+\left(d_{2}+d_{2}^{2}\right)\left[\lambda_{\max }\left(Q_{1}\right)+\lambda_{\max }\left(R_{1}\right)\right] \\
& +\left(h_{2}+h_{2}^{2}\right)\left[\lambda_{\max }\left(Q_{2}\right)+\lambda_{\max }\left(R_{2}\right)\right] .
\end{aligned}
$$

Theorem 6 For given scalar $\alpha>0$, the control $u(k)=K y(k)$ is a robustly output feedback guaranteed cost controller for nonlinear uncertain system (1), if there exist symmetric positive definite matrices $P, Q_{i}, i=1,2, W_{1}, W_{2}$, an arbitrary matrix $N$ and scalars $\epsilon>0, a_{1}>0, a_{2}>0, \varepsilon_{1} \geq 0, \varepsilon_{2} \geq 0$ such that the following LMI holds:

$$
\left(\begin{array}{cccccc}
\Pi_{1} & 0 & \Pi_{13} & \Pi_{14} & \Pi_{15} & \Pi_{16}  \tag{11}\\
* & \Pi_{2} & 0 & 0 & 0 & 0 \\
* & * & \Pi_{3} & 0 & 0 & 0 \\
* & * & * & \Pi_{4} & 0 & 0 \\
* & * & * & * & \Pi_{5} & 0 \\
* & * & * & * & * & \Pi_{6}
\end{array}\right)<0,
$$

and the guaranteed cost value is given by $J^{*}=$ $\lambda_{2}\|\phi\|^{2}$. Moreover, the controller parameter $K$ is designed by $K=\left(W_{1}+3 R\right)^{-T} W_{2}$.

Proof: First introduce the new variable $z(k)=$ $e^{\alpha k} x(k)$. The closed-loop system (10) is turned to

$$
\begin{aligned}
z(k+1)= & {[\tilde{A}+\tilde{B} K C] e^{\alpha} z(k) } \\
& +\left[\tilde{A_{1}}+\tilde{B} K C_{1}\right] e^{\alpha(d(k)+1)} z(k-d(k)) \\
& +\tilde{F} e^{\alpha(k+1)} \bar{f}(z(k)) \\
& +\tilde{B} K C_{2} e^{\alpha(h(k)+1)} z(k-h(k)) \\
& +\tilde{G} e^{\alpha(k+1)} \bar{g}(z(k-h(k)))
\end{aligned}
$$

where $\bar{f}(z(k))=f\left(\frac{z(k)}{e^{\alpha k}}\right)$ and

$$
\bar{g}(z(k-h(k)))=g\left(\frac{z(k-h(k))}{e^{\alpha(k-h(k))}}\right) .
$$

Associated with (2), the above equality is reduced to

$$
\begin{align*}
& z(k+1)=[\bar{A}+\bar{B}(k) K \bar{C}(k)] z(k)+\left[\bar{A}_{1}(k)\right. \\
& \left.+\bar{B}(k) K \bar{C}_{1}(k)\right] z(k-d(k))+\bar{F}(k) \bar{f}(z(k)) \\
& +\bar{B}(k) K \bar{C}_{2}(k) z(k-h(k))  \tag{12}\\
& +\bar{G}(k) \bar{g}(z(k-h(k))
\end{align*}
$$

where

$$
\begin{aligned}
& \bar{A}=e^{\alpha}\left[A+M H(k) N_{1}\right], \\
& \overline{A_{1}}(k)=e^{\alpha(d(k)+1))}\left[A_{1}+M H(k) N_{2}\right], \\
& \bar{B}(k)=e^{\alpha(k+1)}\left[B+M H(k) N_{3}\right], \\
& \bar{C}(k)=e^{-\alpha k} C, \\
& \bar{C}_{1}(k)=e^{-\alpha(k+d(k))} C_{1}, \\
& \bar{C}_{2}(k)=e^{-\alpha(k+h(k))} C_{2}, \\
& \bar{F}(k)=e^{\alpha(k+1)}\left[F+M H(k) N_{4}\right], \\
& \bar{G}(k)=e^{\alpha(k+1)}\left[G+M H(k) N_{5}\right] .
\end{aligned}
$$

The inequalities (6), (7) turn to, respectively,

$$
\begin{align*}
& \quad \bar{f}^{T}(z(k)) \bar{f}(z(k)) \leq \beta_{1}^{2} e^{-2 \alpha k} z^{T}(k) z(k),  \tag{13}\\
& \bar{g}^{T}(z(k-h(k))) \bar{g}(z(k-h(k))) \\
& \leq \beta_{2}^{2} e^{-2 \alpha(k-h(k))} z^{T}(k-h(k)) z(k-h(k)) . \tag{14}
\end{align*}
$$

For system (12), choose the following LyapunovKrasovskii functional candidate

$$
\begin{equation*}
V(k)=\sum_{i=1}^{5} V_{i}(k) \tag{15}
\end{equation*}
$$

where

$$
\begin{aligned}
V_{1}(k)= & z^{T}(k) P z(k), \\
V_{2}(k)= & \sum_{i=k-d(k)}^{k-1} z^{T}(i) Q_{1} z(i)+\sum_{i=k-h(k)}^{k-1} z^{T}(i) Q_{2} z(i), \\
V_{3}(k)= & \sum_{j=-d_{2}+2}^{-d_{1}+1} \sum_{i=k+j-1}^{k-1} z^{T}(i) Q_{1} z(i) \\
& +\sum_{j=-h_{2}+2}^{-h_{1}+1} \sum_{i=k+j-1}^{k-1} z^{T}(i) Q_{2} z(i), \\
V_{4}(k)= & \sum_{i=k-d(k)}^{k-1} z^{T}(i) R_{1} z(i)+\sum_{i=k-h(k)}^{k-1} z^{T}(i) R_{2} z(i), \\
V_{5}(k)= & \sum_{j=-d_{2}+2}^{-d_{1}+1} \sum_{i=k+j-1}^{k-1} z^{T}(i) R_{1} z(i) \\
& +\sum_{j=-h_{2}+2}^{-h_{1}+1} \sum_{i=k+j-1}^{k-1} z^{T}(i) R_{2} z(i) .
\end{aligned}
$$

Take the difference of $V_{1}(k)$ and $V_{2}(k)$ along the solution of the system yields:

$$
\Delta V_{1}(k)=z^{T}(k+1) P z(k+1)-z^{T}(k) P z(k),
$$

$$
\Delta V_{2}(k)
$$

$$
=\sum_{i=k+1-d(k+1)}^{k} z^{T}(i) Q_{1} z(i)
$$

$$
-\sum_{i=k-d(k)}^{k-1} z^{T}(i) Q_{1} z(i)
$$

$$
+\sum_{i=k+1-h(k+1)}^{k} z^{T}(i) Q_{2} z(i)
$$

$$
-\sum_{i=k-h(k)}^{k-1} z^{T}(i) Q_{2} z(i)
$$

$$
=\sum_{i=k+1-d(k+1)}^{k-d_{1}} z^{T}(i) Q_{1} z(i)+z^{T}(k) Q_{1} z(k)
$$

$$
-z^{T}(k-d(k)) Q_{1} z(k-d(k))
$$

$$
+\sum_{i=k+1-d_{1}}^{k-1} z^{T}(i) Q_{1} z(i)
$$

$$
-\sum_{i=k+1-d(k)}^{k-1} z^{T}(i) Q_{1} z(i)+z^{T}(k) Q_{2} z(k)
$$

$$
+\sum_{i=k+1-h(k+1)}^{k-h_{1}} z^{T}(i) Q_{2} z(i)
$$

$$
\begin{align*}
& +\sum_{i=k+1-h_{1}}^{k-1} z^{T}(i) Q_{2} z(i) \\
& -z^{T}(k-h(k)) Q_{2} z(k-h(k)) \\
& -\sum_{i=k+1-h(k)}^{k-1} z^{T}(i) Q_{2} z(i) \\
& \leq \quad z^{T}(k)\left(Q_{1}+Q_{2}\right) z(k) \\
& -z^{T}(k-d(k)) Q_{1} z(k-d(k)) \\
& -z^{T}(k-h(k)) Q_{2} z(k-h(k)) \\
& +\sum_{i=k+1-d(k+1)}^{k-d_{1}} z^{T}(i) Q_{1} z(i) \\
& +\sum_{i=k+1-h(k+1)}^{k-h_{1}} z^{T}(i) Q_{2} z(i) \tag{16}
\end{align*}
$$

The difference of $\Delta V_{3}(k)$ is given by

$$
\begin{align*}
& \quad \begin{array}{l}
\Delta V_{3}(k) \\
=\sum_{j=-d_{2}+2}^{-d_{1}+1}\left\{\sum_{i=k+j}^{k-1} z^{T}(i) Q_{1} z(i)-\sum_{i=k+j}^{k-1} z^{T}(i) Q_{1} z(i)\right. \\
\left.+z^{T}(k) Q_{1} z(k)-z^{T}(k+j-1) Q_{1} z(k+j-1)\right\} \\
+\sum_{j=-h_{2}+2}^{-h_{1}+1}\left\{\sum_{i=k+j}^{k-1} z^{T}(i) Q_{2} z(i)+z^{T}(k) Q_{2} z(k)\right. \\
\left.-\sum_{i=k+j}^{k-1} z^{T}(i) Q_{2} z(i)-z^{T}(k+j-1) Q_{2} z(k+j-1)\right\} \\
= \\
\left(d_{2}-d_{1}\right) z^{T}(k) Q_{1} z(k)-\sum_{j=k+1-d_{2}}^{k-d_{1}} z^{T}(j) Q_{1} z(j) \\
+\left(h_{2}-h_{1}\right) z^{T}(k) Q_{2} z(k)-\sum_{j=k+1-h_{2}}^{k-h_{1}} z^{T}(j) Q_{2} z(j) .
\end{array} .
\end{align*}
$$

Since

$$
\begin{gathered}
\sum_{i=k+1-d(k+!1)}^{k-d_{1}} z^{T}(i) Q_{1} z(i)-\sum_{i=k+1-d_{2}}^{k-d_{1}} z^{T}(i) Q_{1} z(i) \leq 0 \\
\sum_{i=k+1-h(k+1)}^{k-h_{1}} z^{T}(i) Q_{2} z(i)-\sum_{i=k+1-h_{2}}^{k-h_{1}} z^{T}(i) Q_{2} z(i) \leq 0
\end{gathered}
$$

we can get the followings inequality from (16) and (17):

$$
\begin{align*}
& \Delta V_{2}(k)+\Delta V_{3}(k) \leq\left(d_{2}-d_{1}+1\right) z^{T}(k) Q_{1} z(k) \\
& \quad-z^{T}(k-d(k)) Q_{1} z(k-d(k)) \\
& \quad+\left(h_{2}-h_{1}+1\right) z^{T}(k) Q_{2} z(k) \\
& \quad-z^{T}(k-h(k)) Q_{2} z(k-h(k)) . \tag{18}
\end{align*}
$$

Similarly, we can get

$$
\begin{align*}
& \Delta V_{4}(k)+\Delta V_{5}(k) \leq\left(d_{2}-d_{1}+1\right) z^{T}(k) R_{1} z(k) \\
& \left.\quad-z^{T}(k-d(k))\right) R_{1} z(k-d(k)) \\
& \quad+\left(h_{2}-h_{1}+1\right) z^{T}(k) R_{2} z(k) \\
& \quad-z^{T}(k-h(k)) R_{2} z(k-h(k)) . \tag{19}
\end{align*}
$$

From (14)-(19), it yields

$$
\begin{align*}
& \Delta V(k) \leq z^{T}(k+1) P z(k+1)+z^{T}(k)\left[\left(d_{2}-d_{1}\right.\right. \\
& +1)\left(Q_{1}+R_{1}\right)+\left(h_{2}-h_{1}+1\right)\left(Q_{2}+R_{2}\right) \\
& -P] z(k)-z^{T}(k-d(k))\left(Q_{1}+R_{1}\right) z(k-d(k)) \\
& -z^{T}(k-h(k))\left(Q_{2}+R_{2}\right) z(k-h(k)) \tag{20}
\end{align*}
$$

Multiplying $2 z^{T}(k+1) N$ both sides of the identity (12), we have

$$
\begin{align*}
& -2 z^{T}(k+1) N z(k+1)+2 z^{T}(k+1) N(\bar{A} \\
& \quad+\bar{B}(k) K \bar{C}(k)) z(k))+2 z^{T}(k+1) N\left(\bar{A}_{1}(k)\right. \\
& \left.\quad+\bar{B}(k) K \bar{C}_{1}(k)\right) z(k-d(k))+2 z^{T}(k+1) N \\
& \left.\quad \times \bar{B}(k) K \bar{C}_{2}(k)\right) z(k-h(k))+2 z^{T}(k+1) N \\
& \quad \times \bar{F}(k) \bar{f}+2 z^{T}(k+1) N \bar{G}(k) \bar{g}=0 . \tag{21}
\end{align*}
$$

Note that for any $\varepsilon_{1} \geq 0, \varepsilon_{2} \geq 0$, it follows from (13) to (14) that

$$
\begin{align*}
& \varepsilon_{1}\left[\beta_{1}^{2} e^{-2 \alpha k} z^{T}(k) z(k)-\bar{f}^{T}(z(k)) \bar{f}(z(k))\right] \geq 0, \\
& \varepsilon_{2}\left[\beta_{2}^{2} e^{-2 \alpha(k-h(k))} z^{T}(k-h(k)) z(k-h(k))\right.  \tag{22}\\
& \left.\quad-\bar{g}^{T}(z(k-h(k))) \bar{g}(z(k-h(k)))\right] \geq 0 . \tag{23}
\end{align*}
$$

Adding the above relation (21)-(23) into (20), we can get

$$
\begin{align*}
& \Delta V(k) \\
& \leq \quad z^{T}(k+1) P z(k+1)+z^{T}(k)\left[( d _ { 2 } - d _ { 1 } + 1 ) \left(Q_{1}\right.\right. \\
& \left.\left.\quad+R_{1}\right)+\left(h_{2}-h_{1}+1\right)\left(Q_{2}+R_{2}\right)-P\right] z(k) \\
& \quad-z^{T}(k-d(k))\left(Q_{1}+R_{1}\right) z(k-d(k)) \\
& \quad-z^{T}(k-h(k))\left(Q_{2}+R_{2}\right) z(k-h(k)) \\
& \quad-2 z^{T}(k+1) N z(k+1) \\
& \quad+2 z^{T}(k+1) N(\bar{A}+\bar{B}(k) K \bar{C}(k)) z(k) \\
& \quad+2 z^{T}(k+1) N\left(\bar{A}(k)+\bar{B}(k) K \bar{C}_{1}(k)\right) z(k-d(k)) \\
& \left.\quad+2 z^{T}(k+1) N \bar{B}(k) K \bar{C}_{2}(k)\right) z(k-h(k)) \\
& \quad+2 z^{T}(k+1) N \bar{F}(k) \bar{f}(z(k)) \\
& \quad+2 z^{T}(k+1) N \bar{G}(k) \bar{g}(z(k-h(k))) \\
& \quad+\varepsilon_{1}\left[\beta_{1}^{2} e^{-2 \alpha k} z^{T}(k) z(k)\right. \\
& \left.\quad-\bar{f}^{T}(z(k)) \bar{f}(z(k))\right] \\
& \quad+\varepsilon_{2}\left[\beta_{2}^{2} e^{-2 \alpha(k-h(k))} z^{T}(k-h(k)) z(k-h(k))\right. \\
& \left.\quad-\bar{g}^{T}(z(k-h(k))) \bar{g}(z(k-h(k)))\right] . \tag{24}
\end{align*}
$$

Dealing with partial idem in (24), we have

$$
\begin{align*}
& 2 z^{T}(k+1) N(\bar{A}+\bar{B}(k) K \bar{C}(k)) z(k) \\
& =2 z^{T}(k+1) N\left[e^{\alpha}\left(A+M H(k) N_{1}\right)\right. \\
& \left.+e^{\alpha}\left(B+M H(k) N_{3}\right) K C\right] z(k) \\
& =z^{T}(k+1) e^{\alpha}\left[N A+A^{T} N^{T}+N M H(k) N_{1}\right. \\
& \left.+N_{1}^{T} H(k)^{T} M^{T} N^{T}\right] z(k) \\
& +2 e^{\alpha} z^{T}(k+1) N\left[B+M H(k) N_{3}\right] K C z(k) . \tag{25}
\end{align*}
$$

Applying Lemma 3 and Lemma 4, we get

$$
\begin{aligned}
& \quad 2 z^{T}(k+1) N(\bar{A}+\bar{B}(k) K \bar{C}(k)) z(k) \\
& \leq \\
& z^{T}(k+1) e^{\alpha}\left(N A+A^{T} N^{T}\right) z(k) \\
& \quad+2 e^{\alpha} z^{T}(k+1) N M H(k) N_{1} z(k) \\
& \quad+z^{T}(k) C^{T} K^{T} W_{1} K C z(k) \\
& \quad+z^{T}(k+1) e^{2 \alpha} N\left[B+M H(k) N_{3}\right] \times \\
& \\
& W_{1}^{-1}\left[B+M H(k) N_{3}\right]^{T} N^{T} z(k+1) \\
& \leq \\
& z^{T}(k+1) e^{\alpha}\left(N A+A^{T} N^{T}\right) z(k) \\
& \quad+2 \rho_{1} e^{\alpha} z^{T}(k+1) N M M^{T} N^{T} z(k+1) \\
& \quad+2 \rho_{1}^{-1} e^{\alpha} z^{T}(k) N_{1}^{T} N_{1} z(k) \\
& \quad+z^{T}(k) C^{T} K^{T} W_{1} K C z(k) \\
& \quad+z^{T}(k+1) e^{2 \alpha} N\left[B\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)^{-1} B^{T}\right. \\
& \left.\quad+\epsilon^{-1} M M^{T}\right] N^{T} z(k+1) .
\end{aligned}
$$

Similarly, applying Lemma 3 and Lemma 4, we have

$$
\begin{aligned}
& 2 z^{T}(k+1) N\left(\bar{A}_{1}(k)+\bar{B}(k) K \bar{C}_{1}(k)\right) z(k-d(k)) \\
= & 2 z^{T}(k+1) N e^{\alpha(d(k)+1)}\left[A_{1}+M H(k) N_{2}\right. \\
& \left.+\left(B+M H(k) N_{3}\right) K C_{1}\right] z(k-d(k)) \\
\leq & z^{T}(k+1) e^{\alpha\left(d_{2}+1\right)}\left[N A_{1}+A_{1}^{T} N^{T}\right) z(k-d(k)) \\
& +2 e^{\alpha\left(d_{2}+1\right)} z^{T}(k+1) N M H(k) N_{2} z(k-d(k)) \\
& +2 z^{T}(k+1) e^{\alpha d(k)} N\left[B+M H(k) N_{3}\right] \\
& \times e^{\alpha} K C_{1} z(k-d(k)) \\
\leq & z^{T}(k+1) e^{\alpha\left(d_{2}+1\right)}\left(N A_{1}+A_{1}^{T} N^{T}\right) z(k-d(k)) \\
& +2 \rho_{2} e^{\alpha\left(d_{2}+1\right)} z^{T}(k+1) N M M^{T} N^{T} z(k+1) \\
& +2 \rho_{2}^{-1} e^{\alpha\left(d_{2}+1\right)} z^{T}(k-d(k)) N_{2}^{T} N_{2} z(k-d(k)) \\
& +z^{T}(k+1) e^{2 \alpha d_{2}} N\left[B+M H(k) N_{3}\right] W_{1}^{-1}[B \\
& \left.+M H(k) N_{3}\right]^{T} N^{T} z(k+1) \\
& +e^{2 \alpha} z^{T}(k-d(k)) C_{1}^{T} K^{T} W_{1} K C_{1} z(k-d(k)) \\
\leq & z^{T}(k+1) e^{\alpha\left(d_{2}+1\right)}\left(N A_{1}+A_{1}^{T} N^{T}\right) z(k-d(k)) \\
& +2 e^{\alpha\left(d_{2}+1\right)}\left[\rho_{2} z^{T}(k+1) N M M^{T} N^{T} z(k+1)\right. \\
& \left.+\rho_{2}^{-1} z^{T}(k-d(k)) N_{2}^{T} N_{2} z(k-d(k))\right]
\end{aligned}
$$

$$
\begin{align*}
& +z^{T}(k+1) e^{2 \alpha d_{2}} N\left[B\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)^{-1} B^{T}\right. \\
& \left.+\epsilon^{-1} M M^{T}\right] N^{T} z(k+1)+e^{2 \alpha} z^{T}(k  \tag{27}\\
& -d(k)) C_{1}^{T} K^{T} W_{1} K C_{1} z(k-d(k)),
\end{align*}
$$

and

$$
\begin{align*}
& \left.2 z^{T}(k+1) N \bar{B}(k) K \bar{C}_{2}(k)\right) z(k-h(k)) \\
= & 2 z^{T}(k+1) N e^{\alpha(h(k)+1)}[B \\
& \left.+M H(k) N_{3}\right] K C_{2} z(k-h(k)) \\
\leq & e^{2 \alpha h_{2}} z^{T}(k+1) N\left[B+M H(k) N_{3}\right] W_{1}^{-1}[B \\
& \left.+M H(k) N_{3}\right] N^{T} N^{T} z(k+1)+e^{2 \alpha} z^{T}(k  \tag{28}\\
& -h(k)) C_{2}^{T} K^{T} W_{1} K C_{2} z(k-h(k)) \\
\leq & z^{T}(k+1) e^{2 \alpha h_{2}} N\left[B\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)^{-1} B^{T}\right. \\
& \left.+\epsilon^{-1} M M^{T}\right] N^{T} z(k+1)+e^{2 \alpha} z^{T}(k \\
& -h(k)) C_{2}^{T} K^{T} W_{1} K C_{2} z(k-h(k)) .
\end{align*}
$$

We have

$$
\begin{align*}
& 2 z^{T}(k+1) N \bar{F}(k) \bar{f}(z(k)) \\
= & 2 z^{T}(k+1) N\left(F+M H(k) N_{4}\right) e^{\alpha(k+1)} \bar{f}(z(k)) \\
\leq & z^{T}(k+1) N\left(F+M H(k) N_{4}\right)(F \\
& \left.+M H(k) N_{4}\right)^{T} N^{T} z(k+1) \\
& +e^{2 \alpha(k+1)} \bar{f}^{T}(z(k)) \bar{f}(z(k)) \\
\leq & z^{T}(k+1) N\left[F\left(I-\epsilon N_{4}^{T} N_{4}\right)^{-1} F^{T}\right. \\
& \left.+\epsilon^{-1} M M^{T}\right] N^{T} z(k+1)+\beta_{1}^{2} e^{2 \alpha} z^{T}(k) z(k), \\
& 2 z^{T}(k+1) N \bar{G}(k) \bar{g}(z(k-h(k))) \\
= & 2 z^{T}(k+1) N\left(G+M H(k) N_{5}\right) e^{\alpha(k+1)} \bar{g}(z(k \\
& -h(k))) \\
\leq & z^{T}(k+1) N\left(G+M H(k) N_{5}\right)(G \\
& \left.+M H(k) N_{5}\right)^{T} N^{T} z(k+1) \\
& +e^{2 \alpha(k+1)} \bar{g}^{T}(z(k-h(k))) \bar{g}(z(k-h(k))) \\
\leq & z^{T}(k+1) N\left[G\left(I-\epsilon N_{5}^{T} N_{5}\right)^{-1} G^{T}\right. \\
& \left.+\epsilon^{-1} M M^{T}\right] N^{T} z(k+1) \\
& +\beta_{2}^{2} e^{2 \alpha\left(1+h_{M}\right)} z^{T}(k-h(k)) z(k-h(k)) . \tag{29}
\end{align*}
$$

At last, adding the following relation

$$
\begin{align*}
& {\left[z^{T}(k) \bar{S} z(k)+z^{T}(k-d(k)) \bar{S}_{1} z(k-d(k))\right.} \\
& \left.+z^{T}(k-h(k)) \bar{S}_{2} z(k-h(k))+u^{T}(k) R u(k)\right] \\
& -\left[z^{T}(k) \bar{S} z(k)+z^{T}(k-d(k)) \bar{S}_{1} z(k-d(k))\right. \\
& \left.+z^{T}(k-h(k)) \bar{S}_{2} z(k-h(k))+u^{T}(k) R u(k)\right] \\
& =0, \tag{30}
\end{align*}
$$

with $\bar{S}=e^{-2 \alpha k} S, \bar{S}_{1}=e^{-2 \alpha(k-d(k))} S_{1}, \quad \bar{S}_{2}=$
$e^{-2 \alpha(k-h(k))} S_{2}$, into (24), and using

$$
\begin{aligned}
& u^{T}(k) R u(k) \leq 3 z^{T}(k) C^{T} K^{T} R K C z(k) \\
& +3 e^{2 \alpha d_{2}} z^{T}(k-d(k)) C_{1}^{T} K^{T} R K C_{1} z(k-d(k)) \\
& +3 e^{2 \alpha h_{2}} z^{T}(k-h(k)) C_{2}^{T} K^{T} R K C_{2} z(k-h(k)),
\end{aligned}
$$

we can get

$$
\begin{align*}
& \Delta V(k) \leq \xi^{T}(k) \Omega \xi(k)-\left[z^{T}(k) \bar{S} z(k)+z^{T}(k\right. \\
& -d(k)) \bar{S}_{1} z(k-d(k))+z^{T}(k-h(k)) \bar{S}_{2} z(k \\
& \left.-h(k))+u^{T}(k) R u(k)\right], \tag{31}
\end{align*}
$$

where $\xi(k)=[z(k), z(k+1), z(k-d(k)), z(k-$ $h(k)) \bar{f}(z(k)) \bar{g}(z(k-h(k)))]^{T}$, and

$$
\Omega=\left(\begin{array}{cccccc}
\Omega_{11} & \Theta_{12} & 0 & 0 & 0 & 0 \\
* & \Omega_{22} & \Theta_{23} & 0 & 0 & 0 \\
* & * & -Q_{1} & 0 & 0 & 0 \\
* & * & * & -Q_{2} & 0 & 0 \\
* & * & * & * & -\varepsilon_{1} I & 0 \\
* & * & * & * & * & -\varepsilon_{2} I
\end{array}\right),
$$

$$
\Omega_{11}=\Theta_{11}+C_{1}^{T} K^{T}\left[\left(d_{2}-d_{1}+1\right) e^{2 \alpha d_{2}}\left(W_{1}+3 R\right)\right.
$$

$$
\left.+\left(h_{2}-h_{1}+1\right) e^{2 \alpha} W_{1}\right] K C_{1}
$$

$$
+C^{T} K^{T}\left(W_{1}+3 R\right) K C
$$

$$
+3\left(h_{2}-h_{1}+1\right) e^{2 \alpha h_{2}} C_{2}^{T} K^{T} R K C_{2}
$$

$$
+\left(h_{2}-h_{1}+1\right) e^{2 \alpha h_{2}} C_{2}^{T} K^{T} W_{1} K C_{2}
$$

$$
\Omega_{22}=\Theta_{22}+e^{2 \alpha} N B\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)^{-1} B^{T} N^{T}
$$

$$
+e^{2 \alpha d_{2}} N B\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)^{-1} B^{T} N^{T}
$$

$$
+e^{2 \alpha h_{2}} N B\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)^{-1} B^{T} N^{T}
$$

$$
+N F\left(I-\epsilon N_{4}^{T} N_{4}\right)^{-1} F^{T} N^{T}
$$

$$
+N G\left(I-\epsilon N_{5}^{T} N_{5}\right)^{-1} G^{T} N^{T}
$$

$$
+\epsilon^{-1}\left(e^{2 \alpha d_{2}}+e^{2 \alpha}+e^{2 \alpha h_{2}}+2\right) N M M^{T} N^{T}
$$

$$
+2 \rho_{1} e^{\alpha} N M M^{T} N^{T}+2 \rho_{2} e^{\alpha\left(d_{2}+1\right)} N M M^{T} N^{T}
$$

Define $a_{1}=\rho_{1}^{-1}, a_{2}=\rho_{2}^{-1}$ and inserting the congruent transformation

$$
T=\operatorname{diag}\left\{I, I, \Gamma_{1}, \Gamma_{2}, I, I\right\}
$$

where

$$
\Gamma_{1}=\left(W_{1}+3 R\right)^{-1}
$$

and

$$
\Gamma_{2}=\left(W_{1}+3 R\right)^{-1} \operatorname{diag}\{I, I\}
$$

into the LMI (11), we can get a matrix inequality. By Lemma 5 (Schur complement lemma), the condition $\Omega<0$ is equivalent to the above matrix inequality. Therefore, from (31) it follows that

$$
\Delta V(k)<0
$$

which implies that

$$
\begin{equation*}
V(k) \leq V(0), \quad \forall \in N^{+} \tag{32}
\end{equation*}
$$

We can easily get that

$$
\begin{equation*}
\lambda_{1}\|z(k)\|^{2} \leq V(k) \leq \lambda_{2}\left\|z_{k}\right\|^{2} \tag{33}
\end{equation*}
$$

where $\left\|z_{k}\right\|=\max \{\|z(k-\sigma)\|, \ldots,\|z(k)\|\}$.
From (32) and (33), we can get

$$
\lambda_{1}\|z(k)\|^{2} \leq \lambda_{2}\|\bar{\varphi}\|^{2}
$$

therefore,

$$
\|z(k)\| \leq \sqrt{\frac{\lambda_{2}}{\lambda_{1}}}\|\bar{\varphi}\| .
$$

Using the relation $z(k)=e^{\alpha k} x(k)$, we can get

$$
\|x(k)\| \leq \sqrt{\frac{\lambda_{2}}{\lambda_{1}}} e^{-\alpha k}\|\varphi\|, \quad \forall k \in N^{+}
$$

Therefore, the closed-loop system (10) is exponentially stable.

Next we will find the guaranteed cost value. From (31), we can get

$$
\begin{aligned}
& \Delta V(k) \leq \\
& -\left[x^{T}(k) S x(k)+x^{T}(k-d(k)) S_{1} x(k-d(k))\right. \\
& \left.\quad+x^{T}(k-h(k)) S_{2} x(k-h(k))+u^{T}(k) R u(k)\right]
\end{aligned}
$$

therefore,

$$
\begin{align*}
& {\left[x^{T}(k) S x(k)+x^{T}(k-d(k)) S_{1} x(k-d(k))\right.} \\
& \left.+x^{T}(k-h(k)) S_{2} x(k-h(k))+u^{T}(k) R u(k)\right] \\
& \leq V(k)-V(k+1) \tag{34}
\end{align*}
$$

Summing up both sides of (34) from 0 to $n-1$, we can get

$$
\begin{aligned}
& \sum_{k=0}^{n-1}\left[x^{T}(k) S x(k)+x^{T}(k-d(k)) S_{1} x(k-d(k))\right. \\
& \left.+x^{T}(k-h(k)) S_{2} x(k-h(k))+u^{T}(k) R u(k)\right] \\
& \leq V(0)-V(n)
\end{aligned}
$$

Let $n \rightarrow+\infty$, noting that $V(n) \rightarrow 0$, we can get

$$
\begin{aligned}
& \sum_{k=0}^{\infty}\left[x^{T}(k) S x(k)+x^{T}(k-d(k)) S_{1} x(k-d(k))\right. \\
& \left.+x^{T}(k-h(k)) S_{2} x(k-h(k))+u^{T}(k) R u(k)\right] \\
& \leq V(0)
\end{aligned}
$$

that is, $J \leq V(0)$. Associated with (33), we have $J \leq \lambda_{2}\|\varphi\|^{2}=J^{*}$.

Remark 7 When the delay in nonlinear perturbations keeps consistent with the delay in the state variable, the system (1) is turned to:

$$
\left\{\begin{array}{l}
x(k+1)=  \tag{35}\\
{[A+\Delta A] x(k)+\left[A_{1}+\Delta A_{1}\right] x(k-d(k))} \\
\quad+[B+\Delta B] u(k)+[F+\Delta F] f(x(k)) \\
\quad+[G+\Delta G] g(x(k-d(k))) \\
y(k)=C x(k)+\left(C_{1}+C_{2}\right) x(k-d(k)), \quad k \in N^{+} \\
x(k)=\varphi_{k}, \quad k=-d_{2},-d_{2}+1, \ldots, 0,
\end{array}\right.
$$

and the closed-loop system (10) and the cost function (9) are reduced to

$$
\begin{aligned}
x(k & +1)=[\tilde{A}+\tilde{B} K C] x(k)+\left[\tilde{A}_{1}+\tilde{B} K\left(C_{1}\right.\right. \\
& \left.\left.+C_{2}\right)\right] x(k-d(k))+\tilde{F} f(x(k)) \\
& +\tilde{G} g(x(k-d(k))), \\
J= & \sum_{k=0}^{\infty}\left(x^{T}(k) S x(k)+x^{T}(k-d(k))\left(S_{1}\right.\right. \\
& \left.\left.+S_{2}\right) x(k-d(k))+u^{T}(k) R u(k)\right) .
\end{aligned}
$$

Thus we can give a sufficient condition for the existence of robust output feedback guaranteed cost control for system (35) based on Theorem 1. The notations of several matrix variables are also defined for simplicity. Let us denote

$$
\begin{aligned}
R_{1}= & e^{2 \alpha}\left(C_{1}+C_{2}\right)^{T} K^{T} W_{1} K\left(C_{1}+C_{2}\right) \\
& +e^{2 \alpha d_{2}}\left(S_{1}+S_{2}\right) \\
& +2 e^{2 \alpha d_{2}}\left(C_{1}+C_{2}\right)^{T} K^{T} R K\left(C_{1}+C_{2}\right) \\
& +2 e^{\alpha\left(1+d_{2}\right)} \rho_{2}^{-1} N_{2}^{T} N_{2}, \\
\lambda_{1}= & \lambda_{\min }(P), \\
\lambda_{2}= & \lambda_{\max }(P)+\left(d_{2}+d_{2}^{2}\right)\left[\lambda_{\max }\left(Q_{1}\right)+\lambda_{\max }\left(R_{1}\right)\right] .
\end{aligned}
$$

Corollary 8 For given scalars $\alpha>0$, the control $u(k)=K y(k)$ is a robustly static output feedback guaranteed cost controller for nonlinear uncertain system (35), if there exist symmetric positive definite matrices $P, Q_{1}, W_{1}, W_{2}$, an arbitrary matrix $N$ and scalars $\epsilon>0, a_{1}>0, a_{2}>0, \varepsilon_{1} \geq 0, \varepsilon_{2} \geq 0$ such that the following LMI holds:

$$
\left(\begin{array}{cccccc}
\Pi_{1} & 0 & \Pi_{13} & \Pi_{14} & \Pi_{15} & \Pi_{16} \\
* & \Pi_{2} & 0 & 0 & 0 & 0 \\
* & * & \Pi_{3} & 0 & 0 & 0 \\
* & * & * & \Pi_{4} & 0 & 0 \\
* & * & * & * & \Pi_{5} & 0 \\
* & * & * & * & * & \Pi_{6}
\end{array}\right)<0
$$

where

$$
\begin{aligned}
& \Pi_{1}=\left(\begin{array}{ccc}
\Theta_{11} & \Theta_{12} & 0 \\
* & \Theta_{22} & \Theta_{23} \\
* & * & -Q_{1}
\end{array}\right), \\
& \Pi_{2}=\operatorname{diag}\left\{-\varepsilon_{1} I,-\varepsilon_{2} I\right\} \text {, } \\
& \Pi_{13}=\left(\begin{array}{lll}
W_{2} C & 0 & 0
\end{array}\right)^{T}, \quad \Pi_{14}=\left(\begin{array}{lll}
\Delta^{T} & 0 & 0
\end{array}\right)^{T}, \\
& \Pi_{15}=\left(\begin{array}{cc}
0 & 0 \\
e^{\alpha} N B & e^{\alpha d_{M} N B} \\
0 & 0
\end{array}\right), \\
& \Pi_{3}=-\left(W_{1}+2 R\right), \\
& \Pi_{16}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
N F & N G & N M & N M & N M \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \\
& \Pi_{4}=-\left(d_{2}-d_{1}+1\right)\left(W_{1}+2 R\right) \text {, } \\
& \Pi_{5}=\operatorname{diag}\left\{-\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right),-\left(W_{1}-\epsilon N_{3}^{T} N_{3}\right)\right\}, \\
& \Pi_{6}=\operatorname{diag}\left(-\left(I-\epsilon N_{4}^{T} N_{4}\right),-\left(I-\epsilon N_{5}^{T} N_{5}\right)\right. \text {, } \\
& -2 \epsilon /\left(e^{2 \alpha d_{2}}+e^{2 \alpha}+2\right),-0.5 a_{1} e^{-\alpha}, \\
& \left.-0.5 a_{2} e^{-\alpha\left(d_{2}+1\right)}\right), \\
& \Theta_{11}=-P+\left(d_{2}-d_{1}+1\right)\left[Q_{1}+e^{2 \alpha d_{2}}\left(S_{1}+S_{2}\right)\right] \\
& +\beta_{1}^{2}\left(e^{2 \alpha}+\varepsilon_{1}\right) I+S+2 a_{1} e^{\alpha} N_{1}^{T} N_{1} \\
& +2\left(d_{2}-d_{1}+1\right) e^{\alpha\left(d_{2}+1\right)} a_{2} N_{2}^{T} N_{2}, \\
& \Theta_{22}=P-\left(N+N^{T}\right) \text {, } \\
& \Theta_{12}=0.5 e^{\alpha}\left(N A+A^{T} N^{T}\right) \text {, } \\
& \Theta_{23}=0.5 e^{\alpha\left(d_{2}+1\right)}\left(N A_{1}+A_{1}^{T} N^{T}\right), \\
& \Delta=\left(d_{2}-d_{1}+1\right) e^{\alpha d_{2}}\left(C_{1}+C_{2}\right)^{T} W_{2}^{T},
\end{aligned}
$$

and the guaranteed cost value is given by $J^{*}=$ $\lambda_{2}\|\phi\|^{2}$. Moreover, the controller parameter $K$ is designed by $K=\left(W_{1}+2 R\right)^{-T} W_{2}$.

Proof: The corresponding proof is similar to that in Theorem 1, which are omitted.

Remark 9 Without uncertainty idems, the system (1) is reduced to

$$
\left\{\begin{align*}
x(k+1)= & A x(k)+A_{1} x(k-d(k))+B u(k)  \tag{37}\\
& +F f(x(k))+G g(x(k-h(k))), \\
y(k)= & C x(k)+C_{1} x(k-d(k)) \\
& +C_{2} x(k-h(k)), \quad k \in N^{+} \\
x(k)= & \varphi_{k}, \quad k=-\sigma,-\sigma+1, \ldots, 0,
\end{align*}\right.
$$

and the closed-loop system (10) is reduced to

$$
\begin{aligned}
x(k+1)= & (A+B K C) x(k) \\
& +\left(A_{1}+B K C_{1}\right) x(k-d(k)) \\
& +B K C_{2} x(k-h(k))+F f(x(k)) \\
& +G g(x(k-h(k))) .
\end{aligned}
$$

Next we give a sufficient condition for the existence of robust output feedback guaranteed cost control for system (36) also based on Theorem 1. For simplicity, let us denote

$$
\begin{aligned}
R_{1}= & e^{2 \alpha} C_{1}^{T} K^{T} W_{1} K C_{1}+e^{2 \alpha d_{2}} S_{1} \\
& +3 e^{2 \alpha d_{2}} C_{1}^{T} K^{T} R K C_{1}, \\
R_{2}= & e^{2 \alpha} C_{2}^{T} K^{T} W_{1} K C_{2}+\beta_{2}^{2} e^{2 \alpha\left(1+h_{2}\right)} I+e^{2 \alpha h_{2}} S_{2} \\
& +\varepsilon_{2} \beta_{2}^{2} e^{2 \alpha h_{2}} I+3 e^{2 \alpha h_{2}} C_{2}^{T} K^{T} R K C_{2}, \\
\lambda_{1}= & \lambda_{\min }(P), \\
\lambda_{2}= & \lambda_{\max }(P)+\left(d_{2}+d_{2}^{2}\right)\left[\lambda_{\max }\left(Q_{1}\right)+\lambda_{\max }\left(R_{1}\right)\right] \\
& +\left(h_{2}+h_{2}^{2}\right)\left[\lambda_{\max }\left(Q_{2}\right)+\lambda_{\max }\left(R_{2}\right)\right] .
\end{aligned}
$$

Corollary 10 For given scalars $\alpha>0$, the control $u(k)=K y(k)$ is a static output feedback guaranteed cost controller for nonlinear system (36), if there exist symmetric positive definite matrices $P, Q_{i}, i=1,2$, $W_{1}, W_{2}$, an arbitrary matrix $N$ and scalars $\epsilon>0$, $\varepsilon_{1} \geq 0, \varepsilon_{2} \geq 0$ such that the following LMI holds:

$$
\left(\begin{array}{cccccc}
\Pi_{1} & 0 & \Pi_{13} & \Pi_{14} & \Pi_{15} & \Pi_{16}  \tag{38}\\
* & \Pi_{2} & 0 & 0 & 0 & 0 \\
* & * & \Pi_{3} & 0 & 0 & 0 \\
* & * & * & \Pi_{4} & 0 & 0 \\
* & * & * & * & \Pi_{5} & 0 \\
* & * & * & * & * & \Pi_{6}
\end{array}\right)<0
$$

where
$\Pi_{1}=\left(\begin{array}{ccc}\Theta_{11} & \Theta_{12} & 0 \\ * & \Theta_{22} & \Theta_{23} \\ * & * & -Q_{1}\end{array}\right)$,
$\Pi_{16}=\left(\begin{array}{cc}0 & 0 \\ N F & N G \\ 0 & 0\end{array}\right)$,
$\Pi_{15}=\left(\begin{array}{ccc}0 & 0 & 0 \\ e^{\alpha} N B & e^{\alpha d_{2}} N B & e^{\alpha h_{2}} N B \\ 0 & 0 & 0\end{array}\right)$,
$\Pi_{13}=\left(\begin{array}{lll}C^{T} W_{2}^{T} & 0 & 0\end{array}\right)^{T}, \Pi_{14}=\left(\begin{array}{lll}\Delta^{T} & 0 & 0\end{array}\right)^{T}$,
$\Pi_{2}=\operatorname{diag}\left\{-Q_{2},-\varepsilon_{1} I,-\varepsilon_{2} I\right\}$,
$\Pi_{3}=-\left(W_{1}+3 R\right)$,

$$
\begin{aligned}
& \Pi_{4}= \operatorname{diag}\left\{-\left(d_{2}-d_{1}+1\right)\left(W_{1}+3 R\right)\right. \\
&\left.\quad-\left(h_{2}-h_{1}+1\right)\left(W_{1}+3 R\right)\right\} \\
& \Pi_{5}= \operatorname{diag}\left\{-W_{1},-W_{1},-W_{1}\right\} \\
& \Pi_{6}= \operatorname{diag}\{-I,-I\} \\
& \Theta_{11}=-P+\left(d_{2}-d_{1}+1\right)\left(Q_{1}+e^{2 \alpha d_{M}} S_{1}\right) \\
&+\left(h_{2}-h_{1}+1\right)\left[Q_{2}+e^{2 \alpha h_{2}} S_{2}+\beta_{2}^{2}\left(e^{2 \alpha\left(1+h_{2}\right)}\right.\right. \\
&\left.\left.+\varepsilon_{2} e^{2 \alpha h_{2}}\right) I\right]+\beta_{1}^{2}\left(e^{2 \alpha}+\varepsilon_{1}\right) I+S \\
& \Theta_{22}= P-\left(N+N^{T}\right) \\
& \Theta_{12}= 0.5 e^{\alpha}\left(N A+A^{T} N^{T}\right), \\
& \Theta_{23}= 0.5 e^{\alpha\left(d_{2}+1\right)}\left(N A_{1}+A_{1}^{T} N^{T}\right), \\
& \Delta=\left(\Delta_{1} \quad \Delta_{2}\right), \Delta_{1}=\left(d_{2}-d_{1}+1\right) e^{\alpha d_{2}} C_{1}^{T} W_{2}^{T}, \\
& \Delta_{2}=\left(h_{2}-h_{1}+1\right) e^{\alpha h_{2}} C_{2}^{T} W_{2}^{T},
\end{aligned}
$$

and the guaranteed cost value is given by $J^{*}=$ $\lambda_{2}\|\phi\|^{2}$. Moreover, the controller parameter $K$ is designed by $K=\left(W_{1}+3 R\right)^{-T} W_{2}$.

Proof: Construct the Lyapunov-Krasovskii functional (15). The corresponding proof is similar to that in Theorem 1, which are omitted.

## 4 Numerical examples

In this section, two numerical examples are given to demonstrate the effectiveness of the proposed methods.

Example 11 Consider the nonlinear uncertain discrete-time system (1) with the following parameters :

| $A=\left[\begin{array}{cc}-0.18 & 0.1 \\ 0.2 & -0.06\end{array}\right]$, | $A_{1}=\left[\begin{array}{cc}-0.02 & 0.02 \\ 0.01 & -0.01\end{array}\right]$, |
| :--- | :--- |
| $B=\left[\begin{array}{cc}0.01 & 0.03 \\ -0.05 & 0.02\end{array}\right]$, | $F=\left[\begin{array}{cc}0.01 & -0.03 \\ 0.05 & 0.02\end{array}\right]$, |
| $G=\left[\begin{array}{cc}-0.01 & 0.04 \\ 0.01 & 0.02\end{array}\right]$, | $C=\left[\begin{array}{cc}-0.06 & -0.3 \\ 0.02 & 0.03\end{array}\right]$, |
| $C_{1}=\left[\begin{array}{cc}-0.04 & 0.2 \\ -0.05 & 0.07\end{array}\right]$, | $C_{2}=\left[\begin{array}{cc}-0.05 & 0.25 \\ -0.04 & 0.03\end{array}\right]$, |
| $M=\left[\begin{array}{cc}-0.1 & 0.2 \\ 0.1 & 0.2\end{array}\right]$, | $N_{1}=\left[\begin{array}{cc}0.04 & 0.01 \\ 0.02 & -0.03\end{array}\right]$, |
| $N_{2}=\left[\begin{array}{cc}0.01 & 0.03 \\ 0.02 & 0.02\end{array}\right]$, | $N_{3}=\left[\begin{array}{cc}0.02 & -0.02 \\ 0.05 & 0.01\end{array}\right]$, |
| $N_{4}=\left[\begin{array}{cc}0.06 & -0.01 \\ 0.03 & 0.02\end{array}\right]$, | $N_{5}=\left[\begin{array}{cc}0.02 & 0.01 \\ 0.03 & 0.03\end{array}\right]$, |
| $S=\left[\begin{array}{cc}0.2 & 0.15 \\ 0.15 & 0.3\end{array}\right]$, | $S_{1}=\left[\begin{array}{cc}0.2 & 0.1 \\ 0.1 & 0.4\end{array}\right]$, |
| $S_{2}=\left[\begin{array}{cc}0.1 & 0.1 \\ 0.1 & 0.3\end{array}\right]$, | $R=\left[\begin{array}{cc}0.1 & 0.2 \\ 0.2 & 0.6\end{array}\right]$, |

and for $k=0,1,2, \ldots$

$$
\begin{aligned}
& f(x(k-d(k)))=\sin (x(k-d(k))), \\
& g(x(k-h(k)))=2 \sin (x(k-h(k))), \\
& d(k)=2+\sin ^{2} \frac{k \pi}{2}, h(k)=2+\frac{1+(-1)^{k}}{2},
\end{aligned}
$$

Given $\alpha=0.1, d_{1}=2, d_{2}=3, h_{1}=2, h_{2}=3$, $\beta_{1}=0.2, \beta_{2}=0.3$. By using the LMI Toolbox in MTALAB [29], the LMI (11) in Theorem 1 is satisfied with
$P=\left[\begin{array}{cc}10.2226 & -1.1379 \\ -1.1379 & 11.6238\end{array}\right], Q_{1}=\left[\begin{array}{cc}1.2429 & -0.3419 \\ -0.3419 & 1.1140\end{array}\right]$,
$Q_{2}=\left[\begin{array}{cc}1.2429 & -0.3419 \\ -0.3419 & 1.1140\end{array}\right], W_{1}=\left[\begin{array}{cc}3.7245 & -0.1804 \\ -0.1804 & 3.1272\end{array}\right]$,
$W_{2}=\left[\begin{array}{cc}2.0821 & -0.2124 \\ -0.2124 & 4.3941\end{array}\right], N=\left[\begin{array}{cc}8.2587 & -0.2481 \\ -0.5235 & 8.8085\end{array}\right]$,
$\epsilon=14.0832, a_{1}=8.4647, a_{2}=9.6368$,
$\varepsilon_{1}=4.5770, \varepsilon_{2}=3.1914$.
Moreover, according to the controller design

$$
K=\left(W_{1}+3 R\right)^{-1} W_{2},
$$

we have

$$
K=\left[\begin{array}{cc}
0.5265 & -0.1471 \\
-0.0880 & 0.9043
\end{array}\right]
$$

Therefore, the guaranteed cost controller is as follows:

$$
\begin{aligned}
u(k)= & {\left[\begin{array}{cc}
-0.0345 & -0.1624 \\
0.0234 & 0.0535
\end{array}\right] x(k) } \\
& +\left[\begin{array}{cc}
-0.0137 & 0.0950 \\
-0.0417 & 0.0457
\end{array}\right] x(k-d(k)) \\
& +\left[\begin{array}{cc}
-0.0204 & 0.1272 \\
-0.0318 & 0.0051
\end{array}\right] x(k-h(k)) .
\end{aligned}
$$

Moreover, the solution of the closed-loop system satisfies $\|x(k)\| \leq 2.8261 e^{-0.1 k}\|\phi\|$, and the guaranteed cost control value of the closed-loop system is $J^{*}=76.5695\|\phi\|^{2}$. Given the initial condition of system (11) as follows:

$$
\begin{aligned}
& x(-3)=\left(\begin{array}{ll}
-1 & 0
\end{array}\right)^{T}, x(-2)=\left(\begin{array}{ll}
-1 & 1
\end{array}\right)^{T} \\
& x(-1)=\left(\begin{array}{ll}
0 & -0.5
\end{array}\right)^{T}, x(0)=\left(\begin{array}{ll}
0.5 & -0.1
\end{array}\right)^{T}
\end{aligned}
$$

then associated with the above values, we can get state trajectories of the closed-loop system as shown in Figure 1.

From the Figure 1, it is easy to see the system is exponentially stable.


Figure 1: State trajectories of the closed-loop system

Example 12 Consider the uncertain discrete-time system (35) with the following parameters:
$A=\left[\begin{array}{ccc}0.05 & 0 & -0.01 \\ 0.2 & 0.03 & 0 \\ 0 & 0.02 & -0.05\end{array}\right], \quad B=\left[\begin{array}{l}0.01 \\ 0.02 \\ 0.03\end{array}\right]$,
$A_{1}=\left[\begin{array}{ccc}0.02 & 0.1 & 0.02 \\ 0 & -0.01 & 0.1 \\ 0.01 & 0 & -0.05\end{array}\right], F=G=0$,
$C=\left[\begin{array}{ccc}0.04 & 0.05 & 0 \\ 0.03 & 0.01 & 0.02\end{array}\right], \quad C_{1}=C_{2}=0$,
$M=\left[\begin{array}{l}0.01 \\ 0.03 \\ 0.01\end{array}\right], N_{1}=\left[\begin{array}{ccc}0.002 & 0 & 0.01 \\ 0.01 & 0.002 & 0.03\end{array}\right]$,
$N_{2}=\left[\begin{array}{ccc}0.01 & 0 & 0.03 \\ 0.03 & 0.01 & 0.02\end{array}\right]$,
$N_{3}=\left[\begin{array}{lll}0.02 & 0.01 & 0.001\end{array}\right], N_{4}=N_{5}=0$,
$S=\left[\begin{array}{ccc}0.001 & 0 & 0 \\ 0 & 0.002 & 0 \\ 0 & 0 & 0.001\end{array}\right], S_{1}=S_{2}=0, R=2$.

Given $\alpha=0.001, d_{1}=1, d_{2}=1, \beta_{1}=0$, $\beta_{2}=0$. By using the LMI Toolbox in MATLAB, the LMI (36) in Corollary 8 is satisfied with

$$
\begin{aligned}
& P=\left[\begin{array}{ccc}
11.1259 & -0.0238 & 0.0028 \\
-0.0238 & 11.0401 & -0.0046 \\
0.0028 & -0.0046 & 11.1363
\end{array}\right], \\
& Q_{1}=\left[\begin{array}{ccc}
5.5514 & -0.0151 & -0.0108 \\
-0.0151 & 5.5180 & -0.0049 \\
-0.0108 & -0.0049 & 5.5445
\end{array}\right],
\end{aligned}
$$

$$
\begin{aligned}
& W_{1}=7.9057, W_{2}=\left[\begin{array}{cc}
-8.2895 & 0.0281 \\
0.0281 & -8.3341
\end{array}\right] \\
& N=\left[\begin{array}{ccc}
9.7229 & -0.0328 & -0.0023 \\
-0.0299 & 9.6205 & -0.0055 \\
-0.0029 & -0.0087 & 9.7299
\end{array}\right] \\
& \epsilon=9.6416, \quad a_{1}=10.0245, \quad a_{2}=10.0193 \\
& \varepsilon_{1}=8.3573, \quad \varepsilon_{2}=8.3573
\end{aligned}
$$

Therefore, according to the controller design

$$
K=\left(W_{1}+2 R\right)^{-1} W_{2},
$$

we have

$$
K=\left[\begin{array}{cc}
-0.6963 & 0.0024 \\
0.0024 & -0.7000
\end{array}\right]
$$

Furthermore, the solution of the closed-loop system satisfies $\|x(k)\| \leq 1.4231 e^{-0.001 k}\|\phi\|$, and the guaranteed cost value of the closed-loop system with the initial condition $\|\phi\|=[1,1,1]^{T}$ is $J^{*}=22.3472$, while basing on the same values of system vectors in [24], we have the least guaranteed cost value is $J^{*}=24.3218$.

## 5 Conclusion

Throughout this paper, we have studied the problem of robust output feedback guaranteed cost control for a class of nonlinear uncertain discrete system with mixed time-varying delays and nonlinear perturbations. A static output feedback guaranteed cost controller has been designed for all admissible uncertainties such that the resulting closed-loop system is robust exponentially stable and guarantee an adequate level of system performance. Two numerical examples have been provided to illustrate the usefulness of the results we got. The paper mainly discussed the delay in perturbations inconsistent with which in state vector. And in future we will study the system with the random perturbations and stochastic delays.
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