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Abstract: - Recently, the problem of allocating bandwidth has arisen due to the limitation of bandwidth 
resources. Reinforcement learning is a good technique that can be used for improving 
throughput, and efficiency and minimizing the overall blocking of the network. To optimize performance 
metrics such as throughput and Quality of Service (e.g., QoS), this research employs Reinforcement Learning 
(e.g., RL) and models bandwidth allocation in networking as a Markov Decision Process (e.g., MDP). 
Interacting with the network and modifying rewards-based policies, the agent acquires the ability to allocate 
bandwidth efficiently using RL techniques like Q-learning. Resource management, quality of service (e.g., 
QoS), fairness, security, and privacy are among the challenges the approach addresses in Dynamic Bandwidth 
Allocation (e.g., DBA). This approach illustrates how RL can enhance network performance and decision-
making across a variety of applications. The obtained results indicate that RL algorithms are more effective in 
enhancing network performance, Quality of Service (e.g., QoS), and user fairness. 
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1  Introduction 
Throughput and bandwidth are metrics that quantify 
the rate at which a network can transmit data. 
Precise bandwidth estimations are crucial for 
optimizing overall performance, network routing, 
and file distribution. Precise bandwidth estimates 
are essential for effective traffic engineering and 
capacity planning. These predictions can be 
obtained using a variety of approaches and tools that 
are now available on the market, [1], [2]. 
 

 
 

1.1  DBA 
Traditional methods of allocating bandwidth 
statically at a fixed rate caused inefficiency and 
wasted capacity because users hardly utilized the 
full allocation. With the emergence of modern 
optical fiber technology, Dynamic Bandwidth 
Allocation (DBA) enables you to split your 
bandwidth in any manner that you like depending on 
how much you use it. In the DBA system, users get 
given a base amount of bandwidth which can be 
expanded when the need arises while unused ones 
can be redistributed to other users. Many database 
management systems (e.g., DBS) algorithms and 
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techniques have been devised aimed at efficient 
utilization of bandwidth through sharing out 
unutilized capacities to more needy units, [3]. 

 
1.2  DBA in Communication Systems 
To make efficient utilization of the resources, 
support scalability, and enabling Quality of Service 
(e.g., QoS) with cost-effectiveness in 
communication systems Dynamic Bandwidth 
Allocation (e.g., DBA) is essential. With the ability 
to dynamically allocate bandwidth according to 
current needs, the network performance and 
capacity are enhanced thus achieving better 
utilization of resources using DBA. It has also 
created to share bandwidth in an even manner 
among clients and change with traffic fluctuations 
without the usual congestion it being which helps 
customers be more satisfied. Secondly, DBA helps 
the system to scale and elastic; hence, you can work 
on high-demand systems as well too heavy for the 
server where experimentation with new 
technologies is performed because lifting it would 
be an unaffordable change in infrastructure. 
Additionally, this Database Administrator (e.g., 
DBA) as a resource can be dynamically allocated 
to help prevent over-provisioning, and a lot of 
amount goes into getting resources unnecessary,  
[3], [4]. 
 
1.3  Challenges of DBA 
Dynamic Bandwidth Allocation (e.g., DBA) faces 
several challenges despite its benefits, [4], [5]. Key 
issues include: 

1) Resource Management: Accurately tracking 
and analyzing user requests, traffic patterns, 
and resource availability is essential for 
effective DBA, but it can be a complex and 
demanding task. 

2) QoS and Fairness: To avoid congestion and 
provide fair bandwidth distribution while 
achieving QoS requirements across diverse 
applications, it is important to balance 
different traffic needs. 

3) Bursty Traffic: To prevent under- or over-
provisioning of resources, DBA systems 
need to be able to swiftly adjust to changing 
traffic patterns, which calls for precise 
prediction and adaptive approaches. 

4) Scalability and Overhead: Scalable DBA 
systems must be capable of managing an 
increasing number of users and services 
without experiencing significant overhead 
or performance degradation. 

5) Security and Privacy: It is imperative to 
safeguard sensitive information that is 

transmitted between central systems and 
users, including traffic profiles and 
bandwidth requirements, to preserve user 
privacy and network security. 
 

Improving resource management, developing 
more accurate DBA algorithms, and securing more 
efficient bandwidth allocation are some of the ways 
to tackle these problems. 

 
1.4  Role of RL in DBA 
RL can improve DBA considerably because with 
RL decisions are not made based on the 
circumstances that surround them and fixed around. 
In the network systems, there exist RL algorithms 
whose role is to set the correlation of traffic modes, 
traffic congestion, and QoS requirements. These 
algorithms communicate directly with the computer 
or the communication system so that accurate 
identification of the required bandwidth can be 
made. By using history datasets, the RL agents can 
predict the traffic condition, and thus the agents can 
alter their behavior depending on the change in the 
traffic condition. They use feedback structures to 
adjust the allocation policies in a step-by-step 
process, to improve the network utility, and thus 
offering better services and better Quality of Service 
to the users. This means that it is capable of solving 
several conflicting objectives such as fairness and 
priority within dynamic environments characteristic 
of DBA systems. These models own the utilization 
of reinforcement learning in finding the bandwidth-
sharing arrangements, [5], [6], [7], [8]. 

 
 

2  Related Works 
Managing bandwidth bears higher importance due 
to the distinct service requirements and as the 
mobile and IoT networks progress. The problem 
with conventional methods is that they cannot cope 
with the current network structures because rigid 
processes are required to fit the model, [9], [10]. 
Modern development in Reinforcement Learning 
(e.g., RL) has made it possible to have dynamic and 
adaptive ways of managing the resources hence 
coming up with solutions to these challenges, [11], 
[12], [13], [14], [15], [16], [17]. Exploration of 
several methods in this body of research on 
bandwidth allocation looks at applying restricted 
and self-adaptive reinforcement learning methods. 
Table 1 provides a summary of key studies from the 
literature on these approaches, with an the emphasis  
on noteworthy improvements in throughput, latency, 
and overall Quality of Service (e.g., QoS): 
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1) Resource Allocation Method for Network 
Slicing Using Constrained Reinforcement Learning: 
Conventional resource orchestration solutions can 
no longer be effectively used, as the mobile 
networks’ complexity has increased, and the 
mathematical models required by these solutions are 
incapable of handling epistemic uncertainty. This 
paper provides a technique for resource 
management in the network slicing environment 
constrained by a small amount of RL. The proposed 
strategy yielded substantial enhancements in 
performance indicators, including a 16% to 76% 
increase in cumulative throughput, a 10% to 3% 
decrease in discontent, and a reduction in latency 
from 0.9 ms to 1.6 ms. 
2) Self-Adaptive Bandwidth Allocation for 
Low-Latency Communications Using 
Reinforcement Learning: Conventional supervised 
learning methods for bandwidth allocation 
encounter difficulties because they require a large 
amount of labeled training data. This study presents 
a system based on Reinforcement Learning that 
dynamically calculates incentives for various 
bandwidth choices in order to optimize network 
latency. This reinforcement learning (RL) approach 
achieved a reduction in latency of up to 50% when 
compared to the baseline schemes. 
3) Intelligent Dynamic Bandwidth Allocation 
Method for Quality of Service in IoT: In order to 
optimize bandwidth management in IoT networks, 
an Intelligent Dynamic Bandwidth Allocation (e.g., 
IDBA) algorithm is suggested. The IDBA method 
surpasses the traditional Point of Service Activation 
(e.g., PSA) and Dynamic Bandwidth Allocation 
(e.g., DBA) methods, resulting in a 97% increase in 
throughput and an improvement in Quality of 
Service (e.g., QoS) metrics, including bandwidth 
usage, resulting in an average latency of 34 ms, and 
Packet loss of 4%" can be clarified to show under 
what circumstances this value is achieved packet 
loss (4%). The method dynamically adjusts to 
guarantee consistent bandwidth, even in low-
bandwidth conditions. 
4) Bandwidth Allocation in WiMAX Networks 
Using Reinforcement Learning: Addressing the 
challenge of bandwidth allocation in WiMAX 
networks, this investigation concentrates on Quality 
of Service (e.g., QoS) and packet scheduling. 
Traditional methods are outperformed by the 
proposed RL-based scheduler, which can adapt to 
dynamic traffic patterns and various QoS 
requirements. Simulation outcomes demonstrate that 
the RL-based scheduler effectively manages various 
traffic classes and enhances latency for both real-
time and non-real-time services. 

5) Dynamic Bandwidth Allocation for Quality-
of-Service Over Ethernet PONs: The paper explores 
bandwidth allocation in Ethernet Passive Optical 
Networks (e.g., EPONs) and suggests enhancements 
to existing algorithms to support differentiated 
services. The study highlights the “light-load 
penalty” issue and proposes queue management 
techniques with priority scheduling. The results 
indicate that early bandwidth allocation for lightly 
loaded Optical Network Units (e.g., ONUs) 
improves average and maximum packet delays and 
throughput. Due to its early allocation strategy, the 
enhanced DBA-2 algorithm achieves a throughput 
of 95% compared to 88% with DBA-1. 
 

Table 1. Literature review 
Reference Algorithm Description and results  

[18] CRL-based 
network slicing 
resource allocation 

Improving RL network 
slicing resource distribution 
with preset limitations. 
Improvements were made to 
cumulative throughput 
(76%), satisfaction (3%), 
and latency (1.6ms). 

 
[19] 

Reinforcement 
learning-based self-
adaptive bandwidth 
allocation in low-
latency 
communications 

 
Using RL, reduce latency by 
50% relative to the baseline. 

 
 

[20] 

 
 
WiMAX 
Bandwidth 
Allocation using 
Reinforcement 
Learning 

This study compares RL 
against RR, Schedule mSIR, 
WRR, TRS+ RR, and 
TRS+mSIR using delay 
settings and simulation. RR 
accounts for less than half of 
TRS's rtPS and nrtPS delays. 
The simulation shows that 
the recommended Scheduler 
optimizes nrtPS and rtPS 
traffic and bandwidth 
distribution among 
applications. 

 
[21] 

 
Smart Dynamic 
Bandwidth 
Allocation for IoT 
Quality of Service 

Compared to PSA and DBA 
methods, the IDBA method 
outperforms them in terms 
of enhancing the quality of 
service, including ideal 
bandwidth usage, low 
latency (34ms), reduced 
packet loss (4%), and 
increased throughput (97%), 
even in the low bandwidth 
range. 

[22] Ethernet PON QoS 
Dynamic 
Bandwidth 
Allocation 

In this research, they 
examine how DBA2 affects 
throughput improvement. 
Because of its early 
allocation property, DBA2 
can reach a throughput of 
95%, whereas DBA1 only 
managed 88%. 
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3 The Proposed Rl-Learning 

 Approach and System Model 
This research was implemented at University 
College (i.e., “Al-Balqa Applied University”), 
which utilizes three main servers with varying 
bandwidth needs depending on user load and time of 
day.  We employ the MDP components to present 
our system model, which includes the state space 
(network conditions and traffic requirements), the 
action space (e.g., Available bandwidth for 
allocation), the transition probabilities (system 
changes from agent actions), and the reward 
function (feedback on decisions). To optimize 
bandwidth allocation, Reinforcement Learning (e.g., 
RL) will be used in this paper to determine the most 
efficient distribution of resources. In general, Figure 
1 provides an overview diagram of reinforcement 
learning, [23], [24], [25], [26]. 
 

 
Fig. 1: An overview diagram of reinforcement 
learning 
 

The system will set bandwidth values daily 
through a central unit to maximize user service, 
compare these values against actual server demands, 
and adjust based on a reward function. This 
approach aims to continually refine bandwidth 
settings to improve system performance, as 
illustrated in the accompanying Figure 2. 

This research employs State–Action–Reward–
State–Action (e.g., SARSA) learning to predict 
action-value functions for different state-action pairs 
and uses a convergence-based exploration algorithm 
to address uncertainties in server demands, [27], 
[28], [29]. The SARSA algorithm updates the 
action-value function Q (s, a) as follows: 

 
 

 
Where α (0< α <1) is the learning rate. The 

exploration algorithm balances exploration and 
exploitation with an exploration time threshold τ. 
The system explores actions for τ time units and 

then exploits the best policy for the remaining time 
T – τ, [30], [31], [32]. 

 

 
Fig. 2: RL to determine optimal bandwidth 
allocation 
 
 
 4  Results and Discussion  
In this study, we compare two bandwidth allocation 
algorithms: equal allocation and Reinforcement 
Learning. The base unit of distribution for 
bandwidth is 500 Mbps, with possible allocation 
values of (500, 1000, 1500, 2000)F Mbps. Over 30 
days, the maximum required bandwidth for the 
servers totals 6000 Mbps. The following are the real 
bandwidth requirements of every server. Table 2 
displays the user service percentage when the 
available bandwidth is 3000 and the maximum 
required bandwidth is 6000. Similarly, Table 3 
shows the user service percentage when the 
available bandwidth is 4500 and the maximum 
required bandwidth is 6000. The comparison for 
each table is provided in Figure 3 and Figure 4, 
respectively. 
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Table 2. User service percentage when available  
BW=3000 and Max Required BW=6000 

 

 
Fig 3. Compare available BW=3000 Mbps and Max 
Required BW=6000 Mbps 
 

Table 3. User service percentage when available  
BW=4500 and Max Required BW=6000 

  Server 
1 

Server 
2 

Server 
3 Total 

Reinforcement 
Learning 94% 94% 90.6% 93.5% 

Equal 
Allocation 83% 84.4% 86.6% 84.8% 

 

 
Fig. 4: Compare available BW=4500 Mbps and Max 
Required BW=6000 Mbps 
 
 

5 Conclusion and Future Work 
This research aimed to address the challenge of 
bandwidth allocation in networks using 
Reinforcement Learning (e.g., RL) techniques, 
specifically modeled as a Markov Decision Process 
(MDP). We developed a system model and problem 
formulation for adaptive bandwidth allocation, with 
a focus on three servers at University College. The 
study compared traditional equal allocation with 
RL-based dynamic bandwidth allocation (e.g., 

DBA), demonstrating that RL algorithms are more 
effective in improving network performance, 
Quality of Service (e.g., QoS), and user fairness. 
The findings indicate that RL-based DBA can 
substantially enhance network performance and 
resource utilization. Future research could explore 
several promising areas, including Autonomous 
Vehicles: Implementing RL-based DBA to optimize 
bandwidth allocation and communication in 
autonomous vehicle networks, smart Networks: 
Developing networks that autonomously adapt 
bandwidth allocation through experiential learning 
and real-time data, and Network Security. Utilizing 
RL for more effective detection and response to 
security threats, thereby strengthening network 
defenses. 
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Technologies in the Writing Process 

During the preparation of this work, the authors 
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