
Medical imaging is one of the crucial tools in modern
medicine for the diagnosis and treatment of various diseases.
Medical imaging techniques such as CT, MRI, and PET
capture images of the body’s internal structures. However,
the images obtained from these modalities have different
characteristics such as resolution, contrast, and noise. To get a
complete and accurate diagnosis, multiple modalities are often
used. Image fusion is an effective technique for combining
information from different modalities to improve the accuracy
of diagnosis.

Fig. 1. The Framework of the proposed method.

Traditional image fusion techniques use various methods
such as multi-resolution analysis, transform-based, and pixel-
based methods. However, these methods have some limitations
such as the requirement of prior knowledge of the data,
and the resulting images often have artifacts and loss of
information. In recent years, deep learning-based techniques
have significantly improved various computer vision tasks,
including image fusion.

In this paper, we propose a deep learning-based approach
for medical image fusion that combines the advantages of deep
learning techniques with traditional image fusion methods.
The proposed method is evaluated on medical data from
different modalities, and the experimental results show that the
proposed method outperforms existing state-of-the-art image
fusion techniques.

Various deep learning-based image fusion techniques have
been proposed in recent years. Li et al. [1] explain deep
learning-based image fusion. Weighted-averaging basic parts
and detailed content is the method. Using the l1-norm and
weighted-average approach, a deep learning network extracts
multi-layer features for the detailed material. The fused base
component and detail content are combined using the max
selection approach to recreate the fused image. According
to experiments, the proposed technique performs well in
objective assessment and visual quality.

Xu et al [2] provide a medical image fusion method that
resolves blurring edge structure, texture loss, distortion, and
slow running speed. The gradient operator optimises weighted
guided image filtering’s weight factor to preserve edges. A
soft threshold fusion rule merges the smooth layer of the MRI
image with the PET/SPECT image. The MRI detail layer is
selectively updated to improve texture information and merged
with the fusion sub-image to create the fused image. The
method yields a pleasing image with basic spatial structure,
rich texture, and colour information.

Multi-focus image fusion (MFIf) combines images to in-
crease information. This paper introduces Luo et al [3]
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morphology-based pixel-wise voting multi-focus image fusion.
The sliding window gray-scale variance on the multi-focus
image is calculated next. Voting matrices are calculated by
comparing sliding window gray-scale variance. Voting gener-
ates multi-focus decision maps (IFM). Image fusion improves
with morphological operations.

Ma et al [4] proposed a new mechanism, Multi-focus
image fusion combines images with focused regions which
are Unsupervised deep learning for multi-focus image fusion.
Unsupervised encoder–decoder networks learn deep image
characteristics. Spatial frequency Li et al. [5] and Bo et
al. [6] a gradient-based method, measures sudden variation
from deep characteristics to estimate activity levels. Updating
the decision map and rendering the fused result involves
consistency checking. Instead of original images, our method
analyses sharp appearances in deep features.

The proposed deep learning-based image fusion approach
consists of three main steps: feature extraction, feature fusion,
and image reconstruction.CNN architecture Figure 2 consists
of several layers, including convolutional layers, pooling lay-
ers, and fully connected layers. The convolutional layers use
filters to extract features from the input image, while the
pooling layers downsample the output of the convolutional
layers. The fully connected layers at the end of the network
use the extracted features to make predictions The feature
extraction step uses a pre-trained CNN to extract features
from the input images. The feature fusion step fuses the
extracted features using a fusion module that combines the
features based on their importance. The image reconstruction
step generates the fused image by using the fused features to
reconstruct the image.

Overall algorithm approach followed

1) Convolutional neural network and utility were initial-
ized.

2) Image was grayscale,passed through Gaussian blur.
3) Image was passed through CNN to initiate feature ex-

traction.
4) Spatial frequency was used in 5 propagated convolu-

tional neural networks to extract deep features in the
inference phase.

5) The two deep features are validated and errors are
modified.

6) The features are fused and final image is discarded and
training is done again on different images.

Testing images were fed and fused images were outputs
that were not discarded and were used for calculations, CNN
in this phase does not learn.

Here we calculate fused result F using the weight of pixel
rule,

F(y,z) = DM(y,z) ∗ I1(y,z) + (1−DM(y, z)) ∗ I2(y,z) (1)

where DM is the decision map, and images 1 and 2 are the
input images. ?? displays all of the results and, furthermore,
a visual version of the focus results.

SD =

√√√√ 1

P.Q

P∑
i=1

Q∑
j=1

(fi,j −ξ)2. (2)

The structure similarity [8] between two input images a and
b is measured

SSIM(O, I) =
(2ξaξb + c1)(2ρab + c2)

(ξ2a + ξ2b + c1)(ρ2a + ρ2b + c2)
(3)

where, the mean is ξ and the standard deviation is ρ. where C1

and C2 are stabilisation constants, ξa and ξb are the average
values of a and b, ρ2a and ρ2b are the variances of a and b, and
ρab is the covariance between the two regions.

The term ”Peak signal to noise ratio” (PSNR) [8]refers
to a measure that indicates distortions by calculating the
ratio of peak value-capacity-to-noise-capacity. PSNR is an
abbreviation for ”Peak signal-to-noise ratio.”

PSNR = 10 � log10
R2

MSE
(4)

where ”R” refers to the fused image’s highest value and ”256”
is the number that was utilised for the calculation in this
study. The ”MSE” or ”mean square error” is a metric that
was developed to quantify how dissimilar the fused image is
to the source images. The ”MSE” [8] was defined as follows:

MSE =
1

P.Q

P∑
i=1

Q∑
j=1

(Si− fi)2 (5)

where P indicates the width of the image and Q indicates
the height of the image, respectively. Si and fi represent,
respectively, the source image and the fused images. If the
PSNR is higher, then there is less distortion between both the
source images and the fused image.

In the feature extraction step, we use a pre-trained CNN and
extract features from the input images. The extracted features
are then passed through a feature fusion module that combines
the features based on their importance. The feature fusion
module consists of a set of fully connected layers that learn
the importance of each feature and combine them accordingly.

In the image reconstruction step, we use the fused features
to reconstruct the image. The reconstruction is performed
using a decoder network that takes the fused features as input
and generates the fused image. The decoder network can be
a simple fully connected network or a deep CNN, depending
on the complexity of the images.
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Fig. 2. overall Architecture of the proposed model.

Fig. 3. overall proposed model.

In this study, multi-modal data sets were used, which
included images from the Whole Brain Atlas [7]. The training
set consisted of 82784 images, while 40505 images were used
for verification of the image reconstruction ability. Among
these, 2502 images were selected and cropped to 256×256
to serve as tagged images. To ensure consistency across all
images, grey-scale conversion and resizing to 256×256 were
applied to all of them.

During the training phase, images were grayscale; however,
during testing, images could be either grayscale or coloured
using RGB channels. To achieve the required fusion of colour
pictures, the researchers converted them to grayscale and then

computed a decision map. These steps were taken to ensure
that the results obtained from testing were as accurate as
possible and consistent with the training phase.

The learning figure was scaled down from its initial value of
0.0001 by a factor of 0.8 per two epochs. Adam optimizer [16]
was used to find the optimal value for the objective function
with the parameter set to 3. The batch size is 12, and there
will be 50 epochs in total. We ran picture fusion on the test
set with these settings once training was complete and the
trainable variable was fixed. Our code is based on the publicly
available PyTorch framework [17]. The network was trained
and tested on a computer equipped with an AMD RYZEN-7
CPU, a 4 GB NVIDIA 3050 GPU, and 16 GB of RAM.
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Fig. 4. Final result

In Figure 4, the uppermost row showcases MRI images,
while the lower row displays CT scan images, and the third
row illustrates the outcomes of the image fusion process.
Initially, we initiate the feature extraction process to obtain
essential feature maps. Subsequently, we compute spatial
frequencies, ensuring precision in our analysis. Following this,
we engage in meticulous consistency verification, culminating
in the creation of final decision maps. Once these decision
maps are secured, they are thoughtfully integrated with the
deep features extracted from both original images, ultimately
yielding the fused images that are presented below.

TABLE I
VALUES OF STANDARD DEVIATION OF DIFFERENT MODELS

Metrics SSIM PSNR
CNN [15] 0.702 15.017
CSMCA [9] 0.718 15.593
NSST-PAPCNN [10] 0.694 14.872
U2fusion [11] 0.319 15.012
RCGAN [12] 0.389 14.900
IFCNN [13] 0.748 14.991
EMFusion [14] 0.778 15.026
Present Study 0.826 16.981

We evaluate the proposed method on medical data from
different modalities, including CT and MRI. We compare
the proposed method with state-of-the-art image fusion tech-
niques, including traditional methods and deep learning-based
methods. The evaluation metrics used are peak signal-to-noise
ratio (PSNR) and structural similarity index measure (SSIM)

A novel approach to address the issue of obtaining clear
brain scan images by combining MRI and CT images. The
model employs a deep learning method to estimate the depth
of field by merging the deep features extracted from the
images. The approach involves training a CNN model in
an unsupervised manner to obtain the deep features, which
are then fine-tuned in a semi-supervised way using labelled
data. The spatial frequency anchor technique is employed to
measure the activity levels in the images, which facilitates the
effective fusion of the deep features. The experimental results
demonstrate promising improvements compared to existing

models, highlighting the efficacy of the proposed unsupervised
deep learning-based image fusion technique.
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