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Abstract— In the following paper an algorithm for Covid 
images classification is presented. The algorithm classifies 
images into positive and negative group on the base of wavelet 
feature vectors and neuron network applied. To assess the 
proposed algorithm, experiments are conducted on the 
accuracy, precision and recall parameters. The results are 
analyzed showing the advantages of the algorithm and its 
appropriate application. 
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I. INTRODUCTION (HEADING 1) 

Genetic and image tests are the first methods for Covid-
19 disease diagnosis which was reported by the World Health 
Organization a year ago. For the purpose of Covid image 
processing and classification two main approaches, which 
show significant results, and are widely used. The first one is 
image classification performed on the base of image features 
extraction generating the feature vectors of the images and 
similarity computation afterwards. The second approach is 
based on deep learning using artificial neural networks. 
Image features vectors can be generated on the base of 
primitive. Discrete Wavelet Transform [1], Gabor Wavelet 
Transform [2], [3], [4], Dual-Tree Complex Wavelet 
Transform [5], Contourlet Transform [6], [7], Curvelet 
Transform [8], 3D Fourier Transform [9] are most often used 
used for texture extraction and orientation recognition. On the 
other hand, to generate feature vectors by color widely used 
are color histogram [10], [11], [12], color moments [13] and 
correlogram [14]. For the cases of shape recognition typical 
techniques are: Harris Corner Detector [15], Barnard 
Detector [16], Contour-based shape features [17], [18], [19], 
Hough Transform [20]. To compute similarity in the 
algorithms and systems for image classification distance 
measures is applied. Such measures are Manhattan distance, 
Mahalanobis distance, Canberra distance, Euclidean 
distance, etc.  

Another technique for image classification is artificial 
neural networks (ANN). ANN are designed on the model of 
natural neural networks and the performance of functions of 
the human brain. The neural network (NN) is made up of a 
finite number of neurons connected to each other in a certain 
order and model to perform a specific task. This approach is 
used to classify data on the base of extracted feature vectors 
in advance performing deep learning to learn the neural 
network for a new classification task [21], [22]. 

In addition, neural networks are designed to solve a wide 
range of tasks such as human face detection, user image 

classification, biological data identification [23], object 
recognition, disease assessment based on medical images for 
diagnosis and appropriate treatment. Gancheva and Georgiev 
[24] propose a system for learning and knowledge extraction 
including patterns from a collection of input data or past 
experience. Generally, the system processes knowledge in 
three phases: features extraction and training the system for 
identifying specific patterns; detecting and classifying a 
possible pattern; execution of Machine Learning (ML) 
algorithm to determine the most appropriate model to 
represent the behavior or the pattern of the data. 

On the other hand, the problem of healthcare data security 
and privacy remains one of the hottest issues facing medical 
science. It was reported that in 2016 the increase of hacking 
attacks achieved 320% [25]. In their quest to find solution of 
cyberattacks and threads, the scientists and software 
developers propose strategies and methods for data protection 
against phishing attacks [26], spam, malicious links [27] and 
network and software-based attacks [28], such as 
authentification, encryption, data masking, monitoring and 
auditing, etc. 

The following paper presents an algorithm for Covid 
image classification using image feature vectors and NN. It is 
organized as follows. Section 2 indroduces the Dual-Tree 
Complex Wavelet Transform used for image feature vectors 
generation. Section 3 presents the proposed algorithm for the 
case study of Covid image classification and experimental 
results. Section 4 concludes the paper. 

II. THE DUAL-TREE COMPLEX WAVELET TRANSFORM 

A. Selecting a Template (Heading 2) 

In 1998 Nick Kingsbury introduced an effective Complex 
Wavelet Transform (CWT) method called the Dual-Tree 
Complex Wavelet Transform (DT CWT). It is CWT based on 
complex valued scaling function and complex-valued 
wavelet: 

)()()( tjtt irc     (1) 

where )(tr - real and even part, )(tj i - imaginary 

and odd part, )(tc - analytic signal; 

Kingsbury’s idea was to develop a transform which 
produces analytic signal on the analogy of Fourier transform 
and which possesses the following properties: 

 smooth non-oscillating magnitude; 

 nearly shift-invariant magnitude; 
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 significantly reduced aliasing effect; 

 directional wavelets in higher dimensions; 

For the DT CWT realization Kingsbury uses two Discrete 
Wavelet Transforms (DWTs) performed on two different 
binary wavelet trees A and B (Fig.1) for each. Thus he designs 
the real and the imaginary part of DT CWT to produce the 
analytic signal. 

Fig. 1 illustrates graphically the 1-D DT CWT analysis 
filter bank (FB) structure. 

Fig.1. The 1-D DT CWT analysis filter bank (FB) structure 

The input signal p is decomposed by the lowpass filters 
R0(k) for the real part and J0(k) for the imaginary one and 
decimated by 2:1 generating its lowpass components p0 and 
p2. The highpass filters R1(k) and J1(k) and decimation by 2:1 
produce the highpass components p1 and p3 of the signal p. 
This process continues as far as required for levels l=1, 2, 3, 
4. The final result of the decomposition of p is: p1, p01, p001, 
p0001 for the real part and p3, p03, p003, p0003 for the imaginary 
part. The filters used for DT CWT are chosen to be linear-
phase satisfying the Perfect Reconstruction (PR) condition 
[14] and are joined so that the final result of the transform is 
approximately analytic: 

)()(:)( tjtt JR     (2) 

where: )(tR , )(tJ  - wavelets generated by the two 

DWTs. 

In addition, both low-pass filters R0(k) and J0(k) have to be 
designed to possess a property so as the corresponding 
wavelets to form an approximate Hilbert transform pair: 

 )()( tHt RJ     (3) 

where: 

)()(2)( 1 tkRt R
k

R     (4) 

 
k

RR tkRt )()(2)( 0   (5) 

For this goal one of the two lowpass filters has to be nearly 
half-sample shift to the other: 

 )()()5.0()( 00 tHtkRkJ RJ     (6) 

This half-sample delay leads to nearly shift-invariant 
wavelet transform. 

Besides one-dimensional application, DT CWT may be 
used for two dimensional tasks through 2-D DT CWT relying 
on the M-D dual-tree wavelets properties to be approximately 
analytic and oriented. Thus, it is suitable for edge and surface 
detection in image processing. The process of filtering is 
performed by two different groups of filters providing two 2-
D separable DWTs and six subbands: two HL, two LH, and 
two HH subbands. 

 2-D DT CWT finds application in image 
segmentation [29], motion estimation [30], texture analysis 
and synthesis [31], feature extraction [32], [33]. 

III. PROPOSED ALGORITHM AND EXPERIMENTAL RESULTS 

A. Image Feature Extraction Using DT CWT 

The proposed wavelet features-based algorithm for 
biomedical image classification is graphically illustrated in 
fig. 2. It is divided into two stages performed directly one after 
the other. The first stage concerns the process of image 
decomposition and wavelet feature vectors generation and 
consists of seven phases. In the first one the greyscale test 
biomedical image database is loaded (Fig.3). In the second one 
its compound images are preprocessed being resized into 
256x256px (Fig.4). On this base, the wavelet coefficient 
generation is performed using 2D DT CWT [34, 35, 36, 37, 
38, 39, 40, 41] at level four (l=4) on the whole image. At this 
phase the image feature vectors are constructed and at phase 
four they are stored in a database designed for this purpose. 
On the other hand, stage 2 concerns the process of user query-
image submission and its processing. To achieve accurate 
result, the phase sequence of stage 1 is needed to be followed. 
Thus, there is no difference between the first three phases of 
the two stages. Phase four is needed only for the process of 
stage 1. The generated wavelet features form the feature 
vectors of the biomedical images and is submitted to the 
Neural Network used for training performance. Image 
classification and class affiliation is computed on the base of 
the query-image feature vector and the training model. At the 
end of the process the classification result is displayed. 

Test Image DB Submission

Image Pre-processing

Wavelet Coefficient Generation

Wavelet Coefficient Storage

Neural Network Performance

Query - Image Submission

Image Pre-processing

Wavelet Coefficient Generation

Phase 1

Phase 2

Phase 3

Phase 4

Phase 5

Phase 1

Phase 2

Phase 3

Phase 4

Phase 5

PNG format, 50x50px image size, greyscale color space

Image scaling

2D DT CWT, l=4

Feature Vectors DB

Image Classification

Classification Result

Phase 6

Phase 7 Phase 6

Stage 1 Stage 2

Class 0 / Class 1

 

Fig.2. Flowchart of the algorithm for Covid image classification 
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Fig.3. Source image 

 

 
Fig.4. Resized image 

 

B. Experimental results 

For the goal of the experiments conducted, Covid test 
image database is used. It contins 758 Covid images in 
grayscale color space. The images are classified into two 
groups: Covid positive as illustrated in Fig. 5 and Covid 
negative in Fig. 6 with 361 and 397 images respectively. They 
are distinguished for JPEG and PNG format. 

   

   
Fig. 5. Covid positive test image database 

   

   
Fig. 6. Covid negative test image database 

 

The software for mathematical and engineering 
computation Matlab is used to design the wavelet based 
algorithm and to conduct the research experiments. 

In order to evaluate and analyze the performed algorithm 
for the case study of biomedical image classification, 
performance metrics are needed to be employed to determine 
the degree of relevance between the query-images and the 

classified ones. For the purposes of the presented work the 
conducted experiments are evaluated using classification 
accuracy, precision and recall measures defined in Table 1:  

TABLE I.  EVALUATION METRICS 

Evaluation 
Metric Definition 

Accuracy 
)(

)(

FNFPTNTP

TNTP
Accuracy




  

Precision 
)(

Pr
FPTP

TP
ecision


  

Recall 
)(

Re
FNTP

TP
call


  

 

where:  
 TP – True Positives – a class of images defining the 

cases when the actual output fits the prediction 
parameter and both have YES value; 

 TN – True Negatives – a class of images defining 
the cases when the actual output fits the prediction 
and both have NO value; 

 FP – False Positives – a class of images defining the 
cases when the predicted observations are evaluated 
as negatives (NO value) and the actual output is 
positive (YES value). Thus, there is no fit between 
both parameters.  
 FN – False Negatives – a class of images 

defining the cases when the predicted 
observations evaluated as positives (YES value) 
and the actual output is negative (NO value) with 
no fit between both parameters. 

Since the accuracy measure is appropriate to be applied 
for the cases when the images in the test database are equal 
number of false positives and false negatives for a complete 
evaluation precision and recall measures are calculated as 
well. Precision is used to compute the ratio of the number of 
positive observations to the number of predicted positive 
observations in total showing the percentage of the relevant 
result. In addition, recall is the measure used to evaluate the 
ratio of the number of positive observations to the total 
number of TP and FN determining the percentage of the 
actual positives. 

The results of the performed five experiments are listed in 
Table 2. The average value is presented in the cells of the last 
row of the table. On the base of the results the proposed 
wavelet-based algorithm with NN classification demonstrates 
high results for the evaluation metrics accuracy, precision and 
recall. With regard to the first parameter the algorithm shows 
95.2% in determining the affiliation of an image to category 
0 or category 1. Furthermore, in terms of the precision the 
result exceeds 93%. In addition, the recall result reaches 
87.8% which leads to the conclusion that the use of NN is 
appropriate for the cases when a false negative is high. 
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TABLE II.  RESULTS OF THE PROPOSED WAVELET-BASED ALGORITHM 

Experiment 
Accuracy 

(%) 
Precision 

 (%) 
Recall 
 (%) 

Exp. 1 95% 84% 86% 

Exp. 2 93% 96% 92% 

Exp. 3 98% 99% 81% 

Exp. 4 96% 100% 87% 

Exp. 5 94% 87% 93% 

Total 95,2% 93.2% 87.8% 
 

Figures 7, 8 and 9 graphically present the obtained 
results for experiments 1, 2 and 3 for wavelet feature-based 
algorithm using neural network. 

 

Submitted classification 
image 

 

Classiffied Image 
 

Fig. 7. Covid image classification result for experiment 1 

 

Submitted classification 
image 

 

Classiffied Image 
 

Fig. 8. Covid image classification result for experiment 2 

 

Submitted classification 
image 

Classiffied Image 
 

Fig. 9. Covid image classification result for experiment 3 

 

IV. CONCLUSION  

The report presents an algorithm for classification of 
Covid images into positive and negative class. To this end, 
wavelet-based feature vectors are generated on the images 
from the test image database and the query-image and are used 
for the classification process using NN. For a complete and 
accurate assessment of the proposed algorithm research 
experiments are conducted on parameters accuracy, precision 
and recall. According to the results obtained, the algorithm 
reaches high result values for the three parameters and is 
recommended for the cases when false negative is high. 
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