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MEXICO

Abstract: In this paper, we propose a new nonlinear f ltering algorithm that can provide more accurate and reli-
able localization compared with the pure particle f ltering (PF). In the proposed algorithm, failures of the PF are
detected, and the failed PF is recovered using a f nite impulse response (FIR) f lter. The resulting f lter is called the
combined particle/FIR f lter (CPFF). We demonstrate the performance of the CPFF by the indoor human localiza-
tion.
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1 Introduction
Indoor localization systems have attracted attention of
engineers and users in recent years. Indoor localiza-
tion technologies based on wireless sensor networks
(WSNs) have been used for various purposes, such
as tracking workers in construction sites, human lo-
calization in intelligent buildings, and cargo tracking
in logistics [1–3]. Indoor localization systems usu-
ally take advantage of f ltering technologies in order
to suppress the bad effect of measurement noise [4–6].
The f lters, such as the extended Kalman f lter (EKF)
and the particle f lter (PF), assist the localization sys-
tems to produce accurate position information in noisy
environment.

In particular, the PF has been popularly used for
localization systems. This is because the PF has many
advantages, for example, it can work without infor-
mation on the initial position, which is diff cult for
the EKF [6]. However, the PF has the serious draw-
back that it often exhibits localization failures due to
sample impoverishment [6,7]. Diverse versions of the
PFs, such as the regularized PF (RPF) [8], Markov
chain Monte Carlo (MCMC) move step [9], and un-
scented PF [10], were developed to overcome the PF
failure and sample impoverishment [11]. Although
the existing versions of the PFs can alleviate sample
impoverishment, they cannot recover the algorithm
from failures.

In this paper, we propose a new nonlinear f lter-
ing algorithm, which can provide more accurate and
reliable localization compared with the pure PF. In
the proposed algorithm, we use the f nite impulse re-

sponse (FIR) f lter [12–30]. The key feature of the FIR
f lter is that it uses only recent f nite measurements. In
contrast, inf nite impulse response (IIR) f lters, such
as the EKF and the PF, use all past measurements. In
the IIR f lter structure, modeling and computational
errors accumulate over time, which causes failure or
f lter divergence. Since the FIR f lter uses only f nite
measurements, it can prevent accumulation of model-
ing and computational errors. Moreover, the FIR f l-
ter has built-in bounded-input bounded output (BIBO)
stability.

In the proposed algorithm, we use the PF as a
main f lter, because the IIR-type f lters are more ac-
curate than FIR f lters under ideal conditions. When
modeling and computational errors are negligible, the
PF provides more accurate localization than the FIR
f lter. However, when the PF algorithm fails due to
sample impoverishment, we use a nonlinear FIR f lter
as an assisting f lter. When PF failures are detected,
the failed PF is reset using the output of the assist-
ing nonlinear FIR f lter. In this way, the PF algorithm
can be recovered from failures. The proposed f ltering
algorithm is called the combined particle/FIR f lter-
ing (CPFF) [31]. We apply the CPFF to the indoor
localization based on WSN and demonstrate the per-
formance of the CPFF in a comparison with the pure
PF.

The remainder of this paper is organized as fol-
lows. In Section 2, indoor localization based on WSN
is explained. In Section 3, the CPFF algorithm is pre-
sented. In Section 4, we test the CPFF by the indoor
localization and conclusion is drawn in Section 5.
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2 Indoor Localization Based on
WSN

In this section, a typical scheme of indoor localization
based on WSN is explained. The localization using
the PF requires the motion and measurement models.
We assume that the target object is a person. In this
case, the random-walk motion model [32] is typically
used. We assume that the 2D positions and veloci-
ties of the person are represented by (x, y) and (ẋ, ẏ),
respectively. The motion of the person is then repre-
sented by the following equations:

xk = xk−1 + T ẋk−1, (1)
yk = yk−1 + T ẏk−1, (2)
ẋk = ẋk−1, (3)
ẏk = ẏk−1, (4)

where T is the sampling time.
Figure 1 sketches the 2D schematic of indoor per-

son localization. A mobile tag (transmitter) is at-
tached to the person. Four receivers are installed at
f xed positions. We use the time-of-arrival (TOA)
measurement, which is the time interval required by
a signal to pass from the tag to the receiver. Note that
the receiver’s exact coordinates (xi, yi), i = 1, 2, 3, 4,
are supposedly known. The TOA measurement model
is described as follows:

zi,k =
1

c

√

(xk − xi)2 + (yk − yi)2, (5)

where zi,k denotes the TOA measurements and c
refers to the speed of light.

By introducing a state vector xk =
[xk yk ẋk ẏk]

T , the motion of the person can be
modeled in a state-space form as follows:

xk = fk−1(xk−1,wk−1)

=
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xk−1

+









T 2/2 0
0 T 2/2
T 0
0 T









wk−1, (6)

where wk−1 ∈ ℜ2 is the process noise vector with the
covariance Qk−1. Note that the motion model (i.e.,
random-walk model) is linear. In turn, assigning a
measurement vector zk = [z1,k z2,k z3,k z4,k]

T allows
modeling the TOA measurement in state space as

zk = hk(xk) + vk, (7)
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Figure 1: 2D schematic indoor f oor space geometry of a
mobile tag and four receivers.

where hk = [h1,k h2,k h3,k h4,k]
T has the components

hi,k =
1

c

√

(xk − xi)2 + (yk − yi)2, (i = 1, 2, 3, 4),

(8)

and vk ∈ ℜ4 is a zero-mean measurement noise vec-
tor having the covariance Rk.

Provided (6) and (7), the 2D location and velocity
of the person can be estimated using the PF. Diverse
PF algorithms are available, in this paper, we use the
RPF [8]

3 Combined Particle/FIR Filtering
The key idea of the CPFF is to reset a failed PF using
a nonlinear FIR f lter when PF failure is detected. At
each time index k, the PF operates in a standard mode,
and its output is tested for failures. When an abnormal
operation of the PF is detected, the nonlinear FIR f lter
is operated. Using the output of the FIR f lter, the PF
is reset and rebooted. The detailed algorithms of the
CPFF is presented in [31]. In this paper, we explain
only key processes of the CPFF.

3.1 Detection of PF Failure
The detection of PF failure is the most important pro-
cess in the CPFF. In this subsection, we propose a
simple and effective algorithm for the detection of PF
failure.

The PF produces the estimated state, which is de-
noted by x̂k. Using the measurement model and the
estimated state, we can obtain the estimated measure-
ment denoted by ẑk. In (7), assuming vk = 0 and sub-
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stituting x̂k for xk, we obtain ẑk. The real measure-
ment system, WSN, generates the actual TOA mea-
surement, zk . The residual, rk, is def ned as the differ-
ence between the estimated measurement and the ac-
tual measurement. By evaluating the residual, we can
diagnose the abnormality of the PF’s output. Since the
WSN generally provides very accurate measurements,
we trust the real measurements. If the estimated mea-
surement is far from the actual measurement, we as-
sume that the PF’s output is inaccurate. To evaluate
the difference between ẑk and zk, we use the Maha-
lanobis distance [33], which is def ned as

Dk , (zk − ẑk)
TR−1

k (zk − ẑk),

= rTkR
−1

k rk, (9)

where Rk is the measurement noise covariance.
A measurement system with Gaussian measure-

ment noise has an error bound (or uncertainty bound)
that is represented by an ellipsoid in the case of 2D
space [34]. Given the conf dence level for the mea-
surement system, the Mahalanobis distance between
zk and a point on the error bound can be found in
the chi-square table [35], and it is used as a threshold
value when evaluating Dk. For example, if the conf -
dence level is 99% and the dimension of the measure-
ment vector is 4, the chi-square value is 13.28, which
is used as the threshold denoted by TD. If Dk is larger
than TD, it means that the estimated measurement is
beyond the error bound. In this case, we judge that
the PF is in failure. The output of the decision-making
system is the indicator variable, Ik. When PF failure
is detected, the output is represented as Ik = 1. When
PF failure is not detected the output is Ik = 0. The
choice of the threshold determines the failure deci-
sion sensitivity and false alarm rate. Thus, TD must be
set to a suff ciently large value in order to avoid false
alarms. We recommend using the chi-square values
corresponding to the 99% conf dence.

3.2 Algorithm of the CPFF
The CPFF is the combination of the PF and the non-
linear FIR f lter. When PF failure is detected, the PF
is reset by using the output of the nonlinear FIR f l-
ter. The estimated state, x̂k,FIR, and the estimation
error covariance, Pk,FIR, which are obtained from the
FIR f lter, can be used as the mean and covariance of
the Gaussian distribution, respectively. Then, follow-
ing the obtained Gaussian distribution, new random
samples of states (i.e., particles) can be generated as
follows:

x̂i
k ∼ N (x̂k,FIR,Pk,FIR). (10)

Algorithm 1: CPFF
1 begin
2 - Generate N initial particles for particle

f ltering.
3 for k = 1, 2, · · · do
4 - Perform particle f ltering using the

RPF [8], and obtain the estimated state
x̂k,PF.

5 - x̂k = x̂k,PF

6 if k ≥ M + 1 then
7 - Compute the estimated

measurement: ẑk = hk(x̂k,PF)
8 - Compute the Mahalanobis distance

Dk between the estimated
measurement ẑk and the actual
measurement zk:

9 Dk = (zk − ẑk)R
−1

k
(zk − ẑk).

10 if Dk > TD then
11 - Perform nonlinear FIR f ltering

using the EMVFF [23], and
obtain x̂k,FIR and Pk,FIR.

12 - x̂k = x̂k,FIR

13 - Generate new particles using
Gaussian distribution and reset
the PF:

14 x̂i
k ∼ N (x̂k,FIR,Pk,FIR)

15 end if
16 end if
17 end for
18 end
19 † N denotes the number of particles used in

particle f ltering.
20 †M denotes the horizon size, which is an

important design parameter of the FIR f lter.
21 † x̂k,PF denotes the state estimate obtained from

the particle f ltering, and x̂i
k (i = 1, 2, · · · , N)

denotes the particles used in the particle f ltering.
22 † x̂k is the output (state estimate) of the CPFF.

The newly generated particles are used for the PF in-
stead of the old particles. In this way, the resetting of
the PF is implemented. In this paper, we construct the
CPFF using the RPF [8] and the extended minimum
variance FIR f lter (EMVFF) [23]. The algorithm of
the RPF and the EMVFF can be found in [8] and [23],
respectively. The algorithm of the CPFF can be sum-
marized by Algorithm 1.
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4 Indoor Localization Based on
WSN via CPFF

In this section, we apply the CPFF to indoor local-
ization based on WSN. We compare the localization
errors produced by the CPFF (Algorithm 1) and the
pure PF (i.e, RPF). A simulation scenario is sketched
in Fig. 2(a). Here, four receivers are installed at
exact positions (0, 0), (10, 0), (0, 10), (10, 10), all in
meters. A person departs from the position (3, 3) and
moves counterclockwise along a rectangular trajec-
tory. The design parameters are set as follows. The
process and measurement noise covariance matrices
are taken as

Qk = σ2

wI2, σw = 0.1, (11)
Rk = σ2

vI4, σv = 0.5, (12)

where I2 and I4 are the 2×2 and 4×4 identity matri-
ces, respectively. The number of generated particles
is N = 500. The horizon size for the nonlinear FIR
f lter included in the CPFF is set as M = 4. The sam-
pling time interval T is set to 0.1s. We assum that
the initial person position is unknown (i.e., global lo-
calization). Thus, the initial particles for the PF are
generated following the uniform distribution.

Figure 2 shows the localization results obtained
using the above parameters. Figure 2(a) represents the
real trajectory and the trajectories estimated by the PF
and the CPFF. Figure 2(b) shows the localization er-
rors, which are computed as

Eloc =
√

(xk − x̂k)2 + (yk − ŷk)2, (13)

where (xk, yk) are the true coordinates of the person
at time index k and (x̂k, ŷk) are the estimated coordi-
nates.

The simulation condition (i.e., parameter setting)
is moderate, which means the measurement noise is
moderate and the number of particles is suff ciently
large. Under this condition, the PF works well and
produces successful localization results. The highest
localization error is about 0.17m at the initial time
(k = 1). Although the localization error increases
at the corners (k = 100, 200, and 300), overall local-
ization errors are suff ciently small. PF failure (i.e.,
abnormally large localization errors) does not occur.
Since no PF failure is detected, the CPFF operates as
a pure PF. In Fig. 2(a) and 2(b), we can see that the
PF and the CPFF produce similar localization results.
We call this case “ideal.”

Next, we assume that measurements are provided
using an accurate WSN with very low noise. Iron-
ically, an increase in the measurement accuracy en-
hances the sample impoverishment, resulting in PF
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Figure 2: Indoor localization using PF and CPFF under
“ideal” conditions: (a) real and estimated trajectories of
person, and (b) localization errors.

performance degradation [6]. In that case, the PF be-
comes likely to produce unacceptable errors and even
divergence [7, 11]. In the following subsections, we
show that the CPFF eff ciently overcomes this prob-
lem.

We generate the measurement noise with σv =
0.1. As can be seen in Fig. 3(a), the PF loses its
ability to track accurately at each point when a per-
son changes trajectory abruptly. Figure 3(b) shows the
localization errors. Because there is a large range of
localization errors, we used the logarithmic scale. As
seen in Fig. 3(b), low measurement noise causes ex-
tensive excursions in the localization errors produced
by the PF. Note that the random-walk model used in
this paper assumes a constant velocity as well as sug-
gests that the modeling errors will grow if the person
changes trajectory abruptly. By contrast, the proposed
CPFF produces much smaller errors at the points of
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Figure 3: Indoor localization using PF and CPFF under
low measurement noise condition (σv = 0.1): (a) real and
estimated trajectories of person, and (b) localization errors.

change, and we conclude that this f lter has much bet-
ter robustness against abrupt changes in the person tra-
jectory.

In the next simulation, we enforce the effect by
reducing the measurement noise covariance to σv =
0.05. As shown in Fig. 4(a), with this harsh condi-
tion, the PF diverges at the f rst point of abrupt change
and never returns to an actual trajectory. On the con-
trary, we do not observe this divergence in the pro-
posed CPFF, even though it exhibits excursions in Fig.
4(b) at each point of abrupt change. Thus, the CPFF
is also more stable than the pure PF. As seen in Figs.
3 and 4, the proposed CPFF successfully detects the
localization failures and recovers the localization al-
gorithm from failures.
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Figure 4: Indoor localization using PF and CPFF under
very low measurement noise condition (σv = 0.05): (a)
real and estimated trajectories of person, and (b) localiza-
tion errors.

5 Conclusion

In this paper, we proposed a new nonlinear f ltering al-
gorithm called the CPFF. In indoor localization based
on WSNs, the pure PF exhibited failures due to sam-
ple impoverishment, which is caused by low measure-
ment noises. However, the proposed CPFF exhib-
ited accurate localization results without failures com-
pared with the pure PF. Since the CPFF can provide
accurate and reliable localization results, it can effec-
tively used in many indoor localization systems.
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