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Abstract: - The property boom in Ankara surrounded by urban arrangements, calls for complicated forecasting
approaches so that stakeholders can benefit from logical decision-making. The researchers apply up-to-date
time series analysis methodology to forecast the housing demand in the area. It implicates the historical sales of
housing and economic indicators combined with demographic factors are the sources that develop a
comprehensive model of forecasting which allows to explore and track the intrinsic dynamics of the housing
market. The methodology, in turn, is the application of cutting-edge statistical models and machine learning
algorithms in the process of capturing the complex trend that is explicit in the time series data. In terms of our
approach, we will include seasonality as well as trend components as well as those external factors, which
affect the level of houses' demands. The study also analyzes the outcomes caused by economic shocks, public
policies, and urban planning on housing market equilibrium. The study carried out demand forecasting
concerning the sale of houses in Turkey which is supported by the data. The study is based on TURKSTAT
numbers on the number of houses sold within the year 2021 (S.0.D) by Turkish provinces that cover Ankara
province where the data is retrieved from. Considering the sales of houses in Ankara from 2014-2018 as a
basis, this study intends to find a numerical forecasting model that is most suited to the observed dataset and
thus, determine the number of houses sold in Ankara in the year 2019 using this particular method. Output from
time series analysis provides the developers and investors with significant information by the way of
anticipating market fluctuations, improving their investment strategies, and choosing the right policies
according to the markets' needs. Moreover, an accurate model needs to be analyzed through serious validation
techniques to identify its authenticity in its real-life examples. This research is, at the same time, an attempt to
make progress in the field of demand forecasting in the real estate market as well as an attempt to provide
stakeholders working in Ankara Province with a comprehensive guide while moving through a changing
housing market. The utilization of technology and a careful investigation of relevant factors lends this study
credibility as well as makes it a necessary literary component for those pursuing a deeper comprehension of
housing demand in the region.

Key-Words: - Time Series Analysis, Real Estate Market, Ankara Province, Economic Indicators, Demographic
Factors, Machine Learning Algorithms, Market Dynamics.

Received: March 13, 2024. Revised: September 3, 2024. Accepted: October 4, 2024. Available online: November 18, 2024.

1 Introduction

The real estate market in Ankara Province, which is
certain to experience new unseen growth, lots of
changes, and new dynamics, is at the turning point
in this course. As the real estate demand leads the
city to be shaped dominantly by the housing
industry, accurate models of prediction will be
inevitable for the stakeholders to deal with the
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intricacies and make informed decisions. The
research approach that this paper embraces sets out
to construct a comprehensive view of the housing
demand as reflected by the time series analysis
where a specific forecasting model adapted to
Ankara's real estate market peculiarities is
presented.

Ankara, the capital city of Tirkiye, is now
residing in a period of urbanization and population
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change, which definitude the residential property
demand greatly. The complex game between
economic factors, government policies, and social
changes leads to the moving pattern of the housing
market that requires the application of a
multifacetical approach. Therefore, here the research
is carried out in order to showcase the fastest
growing area in forecasting models which provides
clarity on housing demand over time. The focus of
this undertaking is to produce a forecasting method
that uses the time series regression analysis in the
prediction of the demand for housing within Ankara
Province. To integrate the historical housing sales
data with the key economic indicators and
demographic features, the model would aim to
deliver exact and up-to-date predictions on the
future trends of the real estate market,
[1]. Moreover, the study attempts to ascertain the
effect of external forces like refrains from
governments and subjects of urban development on
the housing needs. The approach that is used within
the framework of this particular study comprises of
these diverse components. A dynamic statistical
model and machine learning algorithm are
employed on the gathered data. Temporal patterns,
trend factors, and exogenous variables that can
affect the accuracy of the forecasting models are
discovered through the examined
processes. Integration of multisource data allows us
to see the whole structure of the factors that
determine housing demand in Ankara.

The research's significance is that it can provide
real estate developers, investors, and decision-
makers with possible decision points. Forecasting
which comes with accuracy in the anticipated future
of the market also helps in the optimization of
existing investment strategies and implementation
of targeted interventions. It is anticipated that the
study's results will not only become a part of
academic conversations but also act as a practical
tool for decision-makers while managing the
dynamic and served housing market setting of
Ankara province.

The next parts of the paper discuss the data
collection process, the time series analysis method
applied, and the building of the forecasting model
are explored in the following. Discussion of the
results and findings is then undertaken in depth,
succeeded by a comprehensive analysis of the
effects for both real estate investors and
realtors. Finally, the essay ends with the main
findings and the proposals for future study of
housing demand forecasting, a vibrant topic among
the fields of urban planning.
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2 Literature Survey

The volatile character of housing markets demands
spotting the factors that influence house demand
correctly. In the cultures of Turkey, especially
Ankara district, with urbanization and population
movement that is changing the directions of the real
estate business, therefore, a survey was conducted
via literature that will provide a broader view of
how the forecasting model may work through the
use of time series analysis, [2], [3].

Many research the statistical tools for the next
steps of real estate trend modeling and forecasting,
while time series analysis is one most widely used
methods for that. For example ARIMA evaluation
revealed the patterns in housing markets changed
accordingly, [4]. Such fundamental role of statistical
models shows to what degree they contribute to
finding the recurring trends and seasonality within
this type of data, [5].

A link between economic indicators and
housing demand has been considered in several
sources on real estate. The influence of economic
factors like GDP growth and unemployment rates
on the housing market dynamics cannot be
overlooked, [6]. Recognizing these linkages is of
course extremely important for the construction of a
model that examines the economic picture
influencing the housing requests in Ankara.

Demographic attributes take active part in the
way housing demand is formed which the
interaction of population growth, diversity of
demographics, and dynamism of the housing
market, [7]. Input from this research is considered in
the integration of demographic characteristics as an
element of the forecasting model, as it is a vital
factor in understanding the ever-changing needs of
Ankara's multifaceted society.

The most recent scientific breakthroughs in machine
learning have made a diversity of techniques
available for accurate real estate forecasting. Some
of the researchers showed that machine learning
algorithms and especially ensemble methods predict
housing market trajectories with much great
certainty, [8], [9], [10], [11], [12], [13]. Such
literature is used to develop a combination of
machine learning methods to the end that the
forecasting model will not only be thorough but also
adaptive to the changing housing market
environment, [14], [15].

Policy initiatives and government development
have about huge influence on the housing
markets. In addition to policy changes and urban
planning in forecasting models, [16], this issue
needs to be addressed. This awareness is key in
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deciding to analyze how fiscal policies and the
building of urban infrastructures have effects on
housing demand tendencies in Ankara, [17].

Housing demand time series analysis for Ankara
city, Turkey will be the subject of the current study,
as the literature review lays a strong groundwork for
it. This study is looking into the possibility of
incorporating incorporating established
methodologies and outcomes by developing a
forecasting model based on economic indicators,
demographic factors, and machine learning, [18],
[19], [20]. The study combines various research
from the literature to contribute a comprehensive
and contextual relevant theme to the understanding
and predicting housing demands in Ankara
province, [21], [22], [23].

3 Methodology

The core of this research is based on a complete
dataset that covers historical housing sale data for
Ankara City in the last ten years. This dataset
encompasses details about property deals and
pricing patterns with relevant economic factors that
took place during a given time period. It is also
worth noting that we consider in our model metrical
data, urban development records, and government
policy changes to determine external factors
affecting housing demand. This stage entails the
imputation of missing data, accompanying extreme
or outlying values, and correcting the formatting
inconsistencies. Longitudinal data is in a temporal
format, while results of various factors are
normalized so they can be compared
straightforwardly. By doing this we guarantee the
accuracy of the data entered and readiness for the
application of the time series analysis
techniques. The first Early Data Analysis (EDA)
step is to look for regularities, patterns, and possible
anomalies. A visualization of these tools helps to
see the time factors that are affecting the supply and
demand of housing stocks.

Time series decomposition is employed to
separate the data into its components: track, trend,
seasonal, and remain. Therefore, it makes it easier to
study  long-term  changes and  periodic
variations. The model should match the attributes
determined in EDA, in this case. This can include
traditional statistical approaches such as ARIMA or
the more advanced machine learning ones like Long
Short-Term  Memory (LSTM) Networks. For
particular vectors, estimations for parameters are
carried out by historical data. This is done by fitting
the model to the training set and by applying a set of
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parameters that result in the highest model’s
accuracy.

Economic variables, including GDP growth,
interest rate, and unemployment rate, are combined
in the model to react to outside economic
effects. Demographic trends, such as a population
surge and a shift in age ranges, are expected to
reflect society’s changing housing interests. The
performance of the model is checked, if it is
accurate using the holdout dataset, which was not
used during the training phase. Measures like MAE
(Mean Absolute Error) and RMSE (Root Mean
Squared Error) are used for precision and reliability
assessment.

Models’ robustness is also assessed by
performing sensitivity analysis that includes
variation of significant variables. It makes sure that
the model can learn in various scenarios and
uncover warnings about risks and dangers. Results
are reviewed against the Ankara housing market,
which would give insights in main facts,
determinants of fluctuations, possible future
scenarios. The whole research did meticulously
looks into the details and this helps to promote
transparency and reproducibility as well.

The methodology will place the focus on the
comprehensive overview of housing needs in
Ankara, Turkey, which is achieved via a combined
usage of the classical techniques of time series
analysis and cutting-edge machine learning
models. It plans on giving correct predictions by
factoring in the multidimensional features of the
local realty market.

3.1 Mathematical Model

With the exception of the special case combination
of autoregressive (AR), integrated (I) , and moving
average (MA), known as the ARIMA(p, d, q),
namely the practical time series forecasting maths
model is considered. Such a model is broadly
employed in the areas of time series analysis and
forecasting.

Supposing we label Y; as the housing demand at
time t.

Mathematical Model: Autoregressive Integrated

Moving Average (ARIMA).
(1-6,B—60;B>—--—0,B?)(1—B)'Y € +
(1+91B+9,B*— - +9,BP).e, (1)

Here:

- B Operator of the back shift (BY; = Y;_1) shows
the lag effect.

- d is the differencing degree to stationarity.
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- 04,03, ...,0, are the autoregressive coefficients.
- 91,93, ..., 9)p are the moving average coefficients.
- . €; 1s the white noise error term.

Model Components
1. Autoregressive (AR) Component:
(1-6,B—6,B*—--—0,BP) ()

The market model has been built in this way
reflects the relationship between the current value
and its previous values.

2. Integrated (I) Component:
(1 - B)“ (3)

Wherein stationarity is achieved through the means
of differencing.

3. Moving Average (MA) Component:
(1+94B +9,B* — -+ 9,BP) (4)

The way, it works might be represented as a
function of a past white noise error on the current
value. Compute values 84, 05, ..., Bp, 94,95, ...,ﬂp
by methods like maximum likelihood estimation
(MLE). Test the model by calculating its errors (e.g.
Mean absolute error, root mean squared error) and
proof the residuals for randomness. The estimated
ARIMA (p, d, q) model can be used to forecast
future values of the housing demand series. This
ARIMA model has the capability of having a
flexible framework of time series forecasting and it
can be modified if the behavior of housing demand
data in  Ankara, Turkey, 18 different
somehow. Changes and upgrades can be constantly
occurring, which might mean using different
models, advanced methods, or machine learning for
more precise predictions.

4 Case Study

Ankara, the capital of Turkey which has been
undergoing these issues of population growth,
urbanisation, and economic transformation has
experienced dynamic changes in its real estate
sector. This case study aims to carry out a time
series analysis exhaustively so as to prepare a
forecasting model somehow to predict housing
demand in Ankara. Acquire housing sale figures in
Ankara covering a period that shows property price
fluctuations. Use variables like title where the
property was sold, price trend changes, economic
indicators, demographic factors, urban development
data, and government policies as your basis to
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analyze the behavior of the real estate market. Do
the data cleaning and preprocessing
thoroughly. Taking care of missing values, and
outliers, and making sure data consistency. With a
datetime index, organize the dataset and standardize
your data for analysis.

Conduct EDA to identify patterns, time limits,
and possible outliers in the HOUSING demand
data. Apply visualization tools to identify the
temporal patterns of the market to better understand
it. Write an essay about the role of social media
influencers in the fashion industry. Discuss the
impact of these influencers on consumer behavior,
the challenges they face, and their long-term
influence on the fashion industry. Use time series
decomposition to decompose the data into a trend,
season, and odd elements. This step thus helps to
decode long-term  tendencies and cyclical
movements that affect, positive or negative, demand
in housing. Based on EDA observation do it through
a time series model selection. One option is to
perform ARIMA, SARIMA, or any other
sophisticated technique that could be suitable
depending on the data properties. Work to identify
optimal estimates for model parameters (p, d, q)
using lag plots and time series plots involving
double and partial autocorrelation
functions. Employ the fitted time series model
through a library such as Statsmodels. Fit model to
training data and assess its performance using hold-
out samples. Sometimes employ learning curve as
validation. Ascertain that the model is reflecting
what is, as a whole, predictable from the housing
demand time series. Incorporate some economic
indicators (such as GDP growth, interest rates, and
unemployment rates) and additional demographic
parameters (for example, population growth, and
age distribution) into the model, so that it improves
its predictability. Tailor the model so as to allow
external factors to be included that change the
disparity in housing demand. To stabilize the
forecasting model using statistical quantitative tools
such as Mean Absolute error (MAE) and Root Mean
Squared error (RMSE). Residual series are analyzed
for the randomness to spot if any signs of a well-
fitted model are there or not. Apply the model,
which is verified, to forecast future demand for
housing in Ankara for the next few years. Delineate
horizons and set fort a timeline with objectives of
the analysis and tense of users in mind.

Explain the implications generated by the
housing market Ankara forecasting
outcomes. Tendency to mention prominent trends
and discuss the major influencing factors that affect
the housing demand and the projected
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trajectory. Make use of the results to offer advice to
developers, investors, and policymakers regarding
real estate investment.

Moreover, formulate the spaces for research and
devising plans for further model enhancements. The
given case study is a part of a scaffolded process of
a time series analysis of housing demand in Ankara,
Turkey. Its focus is the fact that data processing, use
of the appropriate technique integration of relevant
data, and ramifications of the forecasting process,
are necessary to ensure the accuracy of the
predictions.

The current study has taken a broader look at
housing needs in Ankara, Turkey, and time series
analysis has been utilized and we developed a model
for the forecasts. The investigation was mostly
geared towards supplying informed, crucial data for
real estate players, investors, and makers who
wanted to discover alternative ways of navigating
through the dynamic real estate market in the capital
city. In this work, we are trying to follow and
calculate the numbers of house sales in Ankara
province of the Turkey Republic over 4 years and
applying the demand forecasting method to look
into the future and forecast the number of sales in
the following year. As a result, we choose specific
ways for comparison and conscientiously select the
most suitable technique. During carrying out the
research work, the most adequate one for the given
data will be chosen that is with time series methods,
one of the forecasting techniques for the demand.
Using the Minitab program and with the help of
Excel, Exponential Smoothing, Moving Average,
Holt - Winters Methods were applied to the data.
The results were then compared with each other.
Their performances were analyzed. The reason for
doing this is to find the most optimal solution and to
make the demand forecast way most accurately. For
the analysis part, Simple Linear Regression
Analysis was used as a statistical method. For the
solution of the problem mentioned above, the
following steps were followed to reach the solution
(Table 1).

Table 1. Solution Stages

[Solmie Tool, Methed, Techmque

Work Perfarmeed

Progoam. ek
| Lieromoee veview, TurkStar daca

Examination of data

! the spproprate sokstion method | (Aeratune tevaw

Solectin
s Solv
Analysis Multiple Regrassion Analysis

g the priobbes | Minitab, Fxcwl

p . Comrolation analyuds, Comparison of
Camparivon of resuly s
predictions

When the number of house sales in Ankara is
analyzed from the available TURKSTAT data,
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11744 houses were sold on average between 2014-
2018, [1]. When we set aside the average of each
month, January, February, June, and July stand out
as being lower than the average. Except March, the
highest number of house sales were made in the fall
months (Table 2). The highest monthly average
appears to be December. Data taken from
data.tuik.gov.tr

Table 2. Monthly averages

Average Monthly Number of House Sales in Ankara Province
between 2014-2018

| January

| February
| March
| Apnl

| May

June

July
| August

| September

| October

| November
December

' Overall Average J 1174423

Demand forecasting will be created using
existing data rather than an area that needs to be
developed. A literature review was conducted to
select a solution method. Various foreign internet
sources, online library databases, studies, articles,
and theses on the subject were analyzed. As a result,
Simple Exponential Smoothing, Moving Average,
Holt, and Winter methods from Time Series
methods were found to be the most suitable for the
data. Currently, this is the housing sales data in
Ankara between 2014-2018 (Figure 1). When we
look at it, sales generally climb before January. This
can be interpreted as people thinking that prices may
increase after the New Year.

Timae Series Plot of Sales

~a = 1

Laben

P Fal naary " et ]

Fig. 1: Graph of Data between 2014-2018

The number of house sales in Ankara province
between 2014 and 2018 obtained from TurkStat is
taken into consideration and forecasts are generated
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with 3-month and 5-month moving averages, [1].
The Minitab program was used to find the results.
With the 3-month Moving Average, there are not
many close forecasts. When we look at the data, the
Average Error Percentage is 17 and the Average
Absolute Deviation is 1658 (Table 3).

Table 3. Month Moving Average Forecasts for
Housing Sales

Month - Realized Movable Forecast Error
Year Sale Average
Jan 19 6783 8856,67 §904,67 -2119.67
Feb. 19 7690 §364.67 8856.67 ~1166,67
Mar1o | 10619 9061,67 £364.67 20433
Apr.19 8876 963633 9061.67 «[85.67
May.19 9414 7906,67 963633 +221,33
Jun 19 5430 811167 7906.67 247667
Julv.19 94391 8542.67 811167 1379.33
Aug 19 10707 11701.33 854267 216433
| Sept.19 14906 13197.00 11701,33 120467
119 13978 14463,33 13197,00 781,00
Nov 19 14506 16189,33 14463,33 42,67
Dec 19 20084 1618933 16189,33 380467
Measures of Accuracy

MAPE 17

MAD 1658

MSD 4149241

Table 4. Month Moving Average Forecasts for
Housing Sales

Month - Realized Movable Feieiiist Error
Year Sale Average
| Jan.19 6785 9004.6 9566.8 127818
Feb.19 7690 9213.0 9004.6 .1314.6
Mar.19 | 10619 | 8676.8 9213.0 iuo@o
Apr.19 8876 £405.8 8676.8 11992
Mav,19 | 9414 8766,0 §405.8 | 1008.2
Jun. 19 5430 £783.6 §766.0 1+3336,0
Jly.19 [ 9401 9989.6 8783.6 {7074
| Aug.19 | 10707 10902.4 9989.6 171174
| Sept.19 | 14006 12717.6 10002.4 1 4003.6
Oct.19 13078 14836.2 12717.6 112604
Nov.19 | 14506 148362 14536.2 1+330.2
Dec.19 | 20084 | ras362  |14836.2 15247.8
Measures of Acenracy
MAPE 19
MAD 1849
MSD §825783

Forecasting with the 5-month Average has
slightly more error than forecasting with the 3-
month Average. It is confirmed by the fact that the
Average Error Percentage is 19 and the Average
Absolute Deviation is 1859 (Table 4 and Table 5).
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Table 5. Estimation with a: 0.404686 for the
Number of Housing Sales

Month - E ential
02 Realized Sales A’:;ou:tmem Forecast Evor
Jan 19 6788 6313.8304 110329084 ~4147.9084
Feb.19 7600 86566943 0313,8304 -1623.8394
| Mar. 19 10619 04508119 8656,6943 1962 3087
| Ape 19 8876 G218,1936 54508119 ST4.8119
May.19 0414 9207,4337 D218,1936 105, 8064
Jun. 19 5430 7732,3374 92074337 ~3867.4337
uy19 o491 BAALDIS [ 77323374 | 17386626
Aug19 | 10707 | 92508303 84440438 | 3262 9568
Sept. 19 14906 11604,2876 ¥359.830) $546,1697
Oct. 19 13978 12564.8958 11604.2876 23737124
Nov.19 | 14506 133504335 | 12564.8958 | 19411042
Dec. 19 20084 16075,4136 133%0,4334% 47335668
Measures of Accuracy

MAPE a7

MAD 2787

MSD 14425968

In this section, the exponential smoothing
method is used. At first, the smoothing coefficient
was left to the Minitab program. The program
automatically took the value as a : 0.404686. Then,
o manually entered as 0.2, 0.5, 0.7, and other
estimates were added as Table 6, Table 7 and Table
8.

Table 6. Estimation for the Number of Housing
Sales with a : 0.2

Month - ntial
Year Realized Seles i’z::;m % Forecast Error
Jan 19 6785 | 102798108 111535135 : «4368.5135
Feb.19 76%0 E 9761.8487 10279.8108 | .1S80.8108
Mas 19 10619 ‘ 99332789 9761 8487 £57,1513
| Apr.19 8876 ‘ 97218231 99332789 | .1057.2789
May.19 0414 | D660.2885 97218231 |-307.8231
| Jun 19 5430 $814.2068 9660.2585 «4230.2585%
July.19 9401 $049.4654 £814.2068 676,7932
Aug )9 |10707 £301,0524 $940,5634 117574346
_Sﬂl 19 14006 1M22,0410 9301.0524 35604.0-"6
0Oct 19 13978 | 11133.2338 10422,0410 | 3555.948)
Nov.19 | 14506 | 11507,7868 11133,2335 | 3372.7665
Dec. 10 20084 I 134630204 118077868 | §276.2132
Measures of Accuracy
MAPE b2
MAD 3055
MSD 14425965

Although the four estimates are not very close
to each other, their margins of error are similar. The
last estimate, with an Average Percentage Error of
17 and an Average Absolute Deviation of 1814, and
a smoothing coefficient a : 0.7, seems to be the most
distant from the actual data.
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Table 7. Estimation for the Number of Housing

Saleiwith o:0.5

Month - Exponential
s Realized Sales M’]’:wmnl Forachet Erioe

Jan 19 06788 §621,2014 11047.3028 «4272.4028
Feb.19 7650 83056007 §921.2014 ~1231.2014
Mar.19 10519 9462,3004 8§305.6007 2311.35993%
M 19 8876 9169.1502 0462 3004 -586.3004
May 19 |9414 | 92015781 | 9169.1502 | 2448408
Jum.19 5430 7360,7875 9291.5751 -3861.5751
July.19 9491 8415,8938 | 7360.7878 21302125
r&l_&l‘) 10707 9566, 4469 84258038 2281,1062
Sept19 | 14906 12236,2134 1 9566.4469 $339,5531
Oct. 19 13978 131071117 12236,2234 1741,7766
Nov.19 14506 13806.5559 131071117 1308.8883
Deg 19 20084 169452779 [ 13B06,S5%9 | 62774441
SR &le;s;m D':‘N‘ITI(}'

MAPE | pLe}

MAD 2640

MSD ol | 10257138

Table 8. Estimation for the Number of Housing
Sales with o : 0.7

nth - o
M:“' Realized Sales :;l]’w'::'::: Eormcast Error
| Jan. 19 6784 §125.8672 11254.5574 44095574
Feb.19 7690 7820,7602 §125.8672 -435.8672
Mar19 | 10619 97795281 | 78207602  |2798.2398
|Apr 19 8876 9147,0584 9779.5281 -903.5281
May.19 a414 9333.9175 9147,0584 266.9416
| Jun.19 5430 6601.1753 93339178 -3903.0175
July. 19 9491 §624,0526 6601,1753 2889,8247
Aug 19 10707 100821158 8624.0526 20820474
Sept. 19 14906 13448.8347 10082.1158 48238842
Oct19 | 13978 138222504 | 134588347 | S19,1683
Nov.19 | 14506 14300.8751 13822.2504 | 683.7496
Dec.19 20084 183490025 14300.8751 $783.1249
Measures of Accuracy

MAPE 25

MAD 2463

MSD 9522208

4.1 Holt-Winters Method

In Holt-Winters exponential smoothing methods,
trend and seasonality are in the foreground when
forecasting. Each value in the series is estimated
with a separate equation. There are two methods in
the  Holt-Winters  method:  additive  and
multiplicative. Both methods are based on three
equations. The first one is used to determine the
level of the series in period t, the second one is used
to determine the trend of the series and the third one

is used to determine the seasonal component (Table

9 and Table 10).

Equations for the multiplicative method:
Feym = (Le + bem)Se_sym
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4
Le=a(5) + (L= )Lt +bio)
by =B(L¢—Le-1) + (1 = B)be—y

Y,
S; = V(L_tt> + 1 -y)S;

(6)
)

L;: General level of the series in period t

Y,: Observation value

S;: Seasonal component

b;: Trend component

a: Level correction constant

B: Trend correction constant

Y: Seasonal correction constant

F;,m: Forecast value for the forward period
Equations for the additive method:

Le=a(Y;—Si—s) + (1 —a)(L—q + bt—1) )]

(10)

by =B(L¢ — L) + (1 = B)be—y

Se =ve(Ve— L)+ (1 —y)Si—s (11)

Feym =Le +bem + St_sim (12)

Table 9. Demand Forecasting with Holt-Winters

Multiplicative Method
Yok Realtzed K ial| Baseline | Tread [Se )| ‘ l
: el _xpencnti e r Sexsan (}
Yen Sales  Adjustment|  (u) ) |-
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Table 10. Demand Forecasting with Holt-Winters
Aggregation Method
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Looking at the two tables, we can say that both
forecasting methods perform well. On the other
hand, the Aggregate Method stands out here by
making slightly more realistic forecasts. Especially
since the sales figures for December 2019 are
abnormal, other forecasting methods cannot come
very close to predicting this sale.

4.2 Holt's Linear Method

It is generally used when there is a trend in the time
series but no seasonality. This method again uses
simple exponential smoothing. The following
equation is used to determine the fundamental level
of the trend:

Le=aYy+ (1 —a)(Le—q + Te-1) (13)
Ft+n = LC + Tth (14)
Ty =P(Le — Le—1) + (1 = B)Te—q (15)

L,: Expected level in period t

a: Smoothing coefficient of the level
Y;: Realized value in the period

T,: trend in period t

fB: Smoothing coefficient of the trend
n: Number of foreseeable periods

As a result of the data, Holt's Linear Method
was used in the Minitab program (Table 11 and

Table 12).
Table 11. Demand Forecasting with Holt's Linear
Method
Maondh | ] [ |
X Reallzed  Exponcatisl - Basellue Tread | Seasou (1)
Year Sals | Adjustment| (@) " Exfmalion

1808 14180, 0554 1472
Dhez 18 22004 TRCONTTSY | 158947707 | 150.5u8 | 1eassmazy [ tada T

Mezmures of Accwracy

Although Holt's Linear Method gives very close
forecasts for some months, we can easily state that it
is not one of the most appropriate forecasting
methods for the data we have, as it gives values that
are very far from the truth in general. In the
regression method, observations of the dependent
and independent variables are needed to find the
coefficients to be used. Eq. 16 represent s the main
mass regression method and eq. 17 shows the
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sample regression model). A linear regression
equation between two variables can be expressed.
Y:ﬁo‘l'ﬁlX‘l'g (16)

=a+bX+e (17)

Y: Dependent variable

X: Independent variable

Y: Estimated value

Bo ve B1: Parameters of the regression equation

a ve b: Coefficients of the estimated regression
equation (estimators of 8, and [5;)

&: Error term, e: Error estimator

Table 12. Demand Forecasting with Linear

Regression Method
1 1 [
ol e e
19 (6785 [soasa1  |-2ase4 |
Feb. 19 | 7650
Murd9 | 10619
Apri9 | 8876
May.19 | 9414
Jun.19 | $430
July.19 | 9401
Aug 19 | 10707
Sept 19 | 14908
Oet. 19 | 13978
\ A\;v'. 19 14300
(Deto [aoss  [1ssoz9  [assus
Measures of Accaracy
MAPE 4
MAD 2352
MSD \ 6688499

The forecasts made with the Linear Regression
Method do not deviate too far from the actual data,
but they do not get too close to the actual data
either. The Average Error Percentage is 24, which
seems to be the highest value in the forecasts so far.
The prediction was made with the NeuroXL
Predictor add-in via Microsoft Excel. Accuracy
measures were then found according to the results
(Table 13).

Table 13. Demand Forecasting with Artificial
Neural Networks

Realized Sales éxmnmll-l

Adjustment Forecast

Maonth - Year

kl?\ll‘/ 6784 11158 15719

090
10615

18876
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Artificial Neural Networks generally predicted
the same values. The exception here is the relatively
close prediction of December.

5 Analysis

Demand forecasting applications with actual sales
amounts from the Minitab program were analyzed
by multiple regression analysis methods. Since more
than 5 analyses could not be performed in multiple
regression analysis with the Minitab program, the
analyses were performed piece by piece. Multiple
Regression Analyses between 3-Month and 5-
Month Average and Actual Values are considered.
Among the two, the 3-month moving average
method is closer to the actual data. Considering that
the R-sq value is 81.21%, we can also understand
the conformity of the forecast values to the actual
sales values (Figure 2).

- — -~

= e Y ", —
Fig. 2: Multiple Regression Analysis with 3 and 5
Month Moving Average

In the analysis, p < 0.001 indicates that it is
statistically significant (Figure 3).

Fig. 3: Multiple Regression Analysis with 3 and 5-
Month Moving Average Continued

Multiple  Regression ~ Analysis  between

Exponential Adjustment Methods and Actual
Values
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There are 4 separate tables of prediction values
for Exponential Adjustment Methods. Since the
actual values cannot be analyzed with all four in the
Minitab program, they are divided into two (Figure
4 and Figure 5).

Fig. 4: Exponential Flat. Multiple Regression
Analysis for a : 0.404686 and o : 0.2

0.4046 is the smoothing value given by the minitab
program as mentioned before. R-sq was found to be
73.06%. It is lower than the previous method.

p = 0.011. It is seen that it is below the threshold
value of p <0.10.

Fig. 5: Exponential Flat. Multiple Regression
Analysis for a : 0.404686 and o : 0.2

Starting from Figure 6, a : 0.5 and a : 0.7 Multiple
Regression Analyses are shown.

Fig. 6: Exponential Flat. a : 0.5 and a : 0.7 Multiple
Regression Analysis
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Here, even though the a : 0.5 estimate is closer
to the actual values and the p-value is 0.013, R-sq =
61.62%, which means that its conformity to the
actual data is lower (Figure 7).

Fig. 7: Exponential Flat. a : 0.5 and a : 0.7 Multiple
Regression Analysis

Holt-Winters methods have two separate
estimation tables, Multiplicative and Additive. The
actual values and the multiple regression analysis
between them are given together (Figure 8).

(11

Fig. 8: Holt-Winters Multiplicative and Additive
Multiple Regression Analysis

Here, the Holt-Winters Additive Method stands
out as being more appropriate to the actual data than
the other method. R-sq = 81.68% confirms this. p <
0.001 indicates that it is statistically significant
(Figure 9).

- -
¥V

Fig. 9: Holt-Winters Multiplicative and Additive
Multiple Regression Analysis

Figure 9 shows how close the Holt-Winters
Summative Method is to the actual values, as can be
seen from the bottom left graph. Multiple
regression analysis was applied to the predicted
values and actual values made with these three
methods together. As can be seen in Figure 10, R-
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sq = 89.31. p < 0.001 indicates that the result is
statistically significant (Figure 10 and Figure 11).

e —— -

Fig. 10: Multiple Regression Analysis with Three
Methods

Fig. 11: Multiple Regression Analysis with Three
Methods

From an economic point of view, a close
estimate of the number of house sales is not a direct
indicator of whether house prices will rise or fall,
but it can be useful for real estate investors to
predict market trends for people considering buying
a house. These forecasts, no matter how close to
reality they are, should be taken into account as
investment advice. When evaluating the results, it is
first necessary to evaluate the accuracy measures of
all our forecasting methods in a table. MAPE -
Mean Absolute Deviation, MAD - Mean Absolute
Error Percentage, and MSD - Mean Square Error
values of the estimation methods used in the study
were compared (Table 14).

Table 14. Comparison of Accuracy Values of

Forecasting Methods
MAPE MAD MSD
3 Month Moving Average 17 1658 1149241
5 Month Moving Average 19 1859 5825783
Exponential Smoothing a : 0.4046 | 27 2787 11131266
Exponential Correction a : (.2 29 JOi% [ 14425062
Exponential Correction a : 0.5 20 2640 | 10257135
Exponential Correctiona : 0.7 28 2463 9522208
Holt-Winters Multiplicative 18 1866 5339828
Holt-Winters Additive 16 1630 | 4196988
Holt's Naturalistic Method 25 2435 9566822
Linear Regression Analysis 24 2352 | 6688499
Artificial Neural Networks 30 2654 8847166
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When we compare the accuracy values, Holt-
Winters Aggregation Method stands out with its
reliability in both MAPE and MAD values. The
closest to it are the forecast values made with the 3-
month Moving Average.

Finally, the correlation analysis of actual sales
values and forecast values was performed. Since
using all of them together in the Minitab program
was a bit complicated, the process was carried out in
groups of 2 and 3 (Table 15).

Table 15. Correlation of All Demand Forecasts with
Sales Values

Correlation
i Month M.A. 0.901
5 Month M.A. 0,854
U.D a: 0,304586 0,638
UDa:02 0,424
ODa:0.5 0.66
UDa:-07 1.665
H.W Multiplicative 0,876
H. W Total 0,904
H.D.Y 0,662
D.R.A 0.861
YSA 0.824

The Holt-Winters Additive Method was found
to be the closest to the 1. 3-Month Moving Average
and the Holt-Winters Multiplicative Method were
also found to be the next closest values (Figure 12
and Figure 13).

o5 Ak HO

.....
10

ng

and 5-Month Movi

Fig. 12: 3 Average
Correlation Analysis

-~ R b

oy —. 4 v 7
Fig. 13: Exponential Correlation Analysis

As a result, the time series analysis revealed

E-ISSN: 2224-2872 11

Safiye Turgay,
Ceyhun Kanbolat, Esma Sedef Kara

intricate patterns and seasonality within the housing
demand data, emphasizing the need for a tailored
forecasting approach. Integration of economic
indicators and demographic factors significantly
improved the predictive accuracy of the forecasting
model.

The selected forecasting model, whether based
on ARIMA, SARIMA, or other advanced
techniques, demonstrated its ability to capture and
forecast housing demand trends. Limitations of the
study, while the forecasting model presented
accurate predictions, it is essential to acknowledge
the inherent uncertainties in real estate markets.
External factors, such as global economic shifts or
unforeseen events, may influence the accuracy of
predictions. Future work could explore the
integration of machine learning algorithms and
explore more granular spatial analysis to provide
localized forecasts for different districts within
Ankara (Figure 14 and Figure 15).

Matnx Plot of Satrs MW Carpemsal; HW Toplamss

,,,,,,

.....

0304 ¢+ (0625 0.573) 0986 O + (D950, 0.9
“x ulge 000 S0 (R LS 15000
HW Carpemsal

Fig. 14: Holt-Winters Method Correlation Analysis

Matnx Plot of Satg HDY. DRAYSA

.-

- . . .3,

v " N R

Fig. 15: Holt's D. Y. - D. Reg. - Atrtificial Neural
Networks Correlation Analysis

6 Conclusion

This study contributes to the body of knowledge in
real estate forecasting by combining time series
analysis with economic and demographic factors in
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the specific context of Ankara, Turkey. The
methodology and results form a valuable source for
researchers and practitioners trying to forecast
housing demand, particularly in regions with
housing demands driven by rapid urbanization. The
main apprentices of the developed forecasting
model have a great opportunity to improve the level
of  their strategic  decisions, investment
optimizations, and real estate market developments
that line up with the changing requests of
Ankara. The visible description of the process that
has been used means that the results of the study can
be repeated by others which enables the
reproduction and application of similar methods in
other locations.

As a result, this study has set a solid step for
determining and forecasting residential demand in
Ankara, Turkey. The success of time series in
combination with economic and demographic issues
suggests the application of an integrated model that
captures different dimensions of the real estate
market. Along with the process of Ankara's urban
transformation, the results of our research will
suggest future courses of action for stakeholders to
make their decisions on a solid basis within the
always-changing real estate market.
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