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Abstract: Epithelium is a complex component in the mammalian kidney that has a highly branched duct sys-
tem. Branching morphogenesis has a hierarchy structure in the ureteric bud and produces the collecting duct tree
through repetitive processes. Epithelial and mesenchymal cells surround the tips of growing branches, and their
cellular reactions adjust the ureteric bud branching. Mesenchymal cells produce a small protein called glial cell-
line derived neurotrophic factor (GDNF) that connects to te Rearranged in Transfection (RET) receptors on the
surface of epithelial cells. The identified reactions are a necessity for the normal branching growth and their roles
exist for using biological features in the proposed model.

This paper presents an agent-based model based on cellular automaton for kidney branching in ex-vivo using
the features that are expressed as artificial patterns in algorithms. This model extending the groundbreaking
approach of Lambert et al. is flexible in features and high compatibility with experimental data. Mesenchymal
cells and RET receptors are also expressed as mathematical patterns in the algorithms. The growth mechanism
is determined by the growth factor, which indicates the epithelial cell branch when its cell division depends on
the local concentration growth factor. Cell division occurs when the level of stimulus growth factor exceeds the
threshold. Comparison shows that the model mimics experimental data with high consistency and reveals the
dependence between growth factor parameters and features. Results indicate the superiority of compatibility with
nature when compared with the model mentioned above.

Key-Words: - Cellular automaton, Agent-based model, Organogenesis, Mathematical modeling of branching
morphogenesis, Morphology.
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1 Introduction native conditions, multiple hypotheses, and to gener-
ate new predictions that can be tested during the ex-
Kidney is a complex bean-shaped organ with a highly periment [, 11}, 46].

branched tree-like structural system. This tree struc- Kidney branching begins biologically with the
ture is organized during embryogenesis and is known outgrowth of the primary urinary bud (UB) from
as branch morphogenesis. The process of branch for- the nephric duct to the adjacent metanephric mes-
mation is essential for the growth of the kidney as enchyme (MM), and the UB bifurcates during em-
an organic system with a similar architectural struc- bryonic growth [36, 43]. Glial cell-line derived neu-
ture such as lung, breast, and salivary gland. Nor- rotrophic factor (GDNF) is a secretory protein that
mal growth and branching of the urinary bud (UB) are plays a key role in UB branch morphogenesis. It
also necessary for the growth of complete nephrons, transmits information via the RET receptor tyrosine
and their low number is a risk factor for devel- kinase and the Gfra1 co-receptor [|13], 14, 36]. GDNF
oped hypertension and chronic kidney disease in hu- is primarily expressed in metanephric mesenchymal
mans [, 23, 36]. To understand how such disorders (MM) cells by E11.5 (embryonic day 11.5) [25]
occur, the basic questions about the growing kidney and then by nephron-producing cells (mesenchymal
are addressed including how to start the branching, cap) that completely enclose the UB tip of kidney
how to adjust it, and how to stop and control the growth [8, 21, B6]. RET is described by cells entirely
branching [25]. Answering these questions is bio- the terminal UB #ip, but it is not considered by cells
logically time-consuming and expensive due to the in the trunks [31, B6]. In fact, the tubular sections
complex structure of the kidney. Biologically de- behind the tips are long, narrow, and distinct to orga-
rived experiments examine a limited aspect of mor- nize the aggregation ducts. GDNF is also known as a
phogenesis, which is further complicated by a combi- chemoattractant and stimulates the growth of epithe-
nation of hypotheses. Simulations can be performed lial cells [26]. The experiments have accomplished
to support and measure the true final effects of alter- that the cell-cell contact between mesenchyme and
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epithelium is not required for branching [2, B5]; it
is sufficient when epithelial cells (ECs) are exposed
to dissolved factors caused by MM. The mechanical
forces between EC and mathematical modeling show
that this mechanism can have an impressive effect
and produce some results in branching morphogen-
esis [25, A42].

Many mathematical models have been developed
in the field of branching morphogenesis with different
aspects such as physical cellular processes [22, 37],
molecular processes [40, 46], as well as a combination
of both [12]. Recent research has provided general
differential equations to describe how EC population
dynamics grow at the tips of branching. These tips
are controlled by mesenchymal cells [46].

A mathematical model summarizes the discovered
dynamics using the ratio of ECs to mesenchymal cells
at the branch tips again. Von Neumann (1966) first
developed the idea of a dynamic replicator, a simple
agent-based model such as cellular automata (CA).
Generalities such as the cellular Potts model (CPM)
and various hybrid models are currently used to study
and understand different types of biological systems
such as biochemical reaction networks, stem cell pro-
liferation, stem cell differentiation, tumor angiogene-
sis, and metastasis [[18, 27, B§].

Our agent-based epithelial cells are organized in a
regular, two-dimensional lattice. Their rate of migra-
tion and proliferation are regulated by the local dis-
tribution of GDNF. Our CA is based on agent ep-
ithelial cells realized in a regular, two-dimensional
lattice. The rate of their migration and proliferation
is regulated by the local distribution of GDNF. Such
frameworks are usually simpler and faster to simulate
than off-grid models and have fewer limitations on
cell movement [, 33, 34].

RET signaling, mesenchyme, anisotropic, chemo-
taxis, and GDNF features [23, 36] are considered for
our mathematical model as branch-of-class (BOC)
meaning different roles for kidney branching are
known as classes. The focus is on the “function” and
“action” roles for features in the BOC model (Fig. [).
These features will be modeled mathematically and
our proposed simulation model is also comparable to
experimental data. The local levels of the general
growth factor, known as GDNF, act as a proxy for
their influence. The CA model approach does not
require hypotheses about natural cell-cell forces that
have not yet been experimentally proven [25]. Simu-
lation are based on a two-dimensional CA model and
uses experimental data from [36]. The main contribu-
tions are as follows:

* A new algorithm (CA model) inspired by the

Potts model and biological features is proposed
to simulate kidney branching morphogenesis.
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Moreover, input parameters obtained from the
features to perform the simulation are presented.

* The principle of dimensionless GDNF concentra-
tion in kidney morphogenesis is combined with
the Gaussian probability density function of the
features to provide a new energy function known
as the probability of the cell division.

* The superiority of the CA model compared to the
simulation model of [25] is demonstrated based
on the usage of cellular automata.

The remaining sections are organized as follows.
In Sect. P, our cellular automaton model is described.
Sect. B shows the simulation results and provides
a comparison with an existing model. Finally, our
model and its prospects are discussed in Sect. {.

2 Cellular Automaton Modeling

This section briefly describes our CA step by step.
Note that in the introduction, the biological features of
the BOC model (Fig. [l)) were shortly described. It will
be explained how to present the parameters as model
inputs in order to simulate renal branching by experi-
mental data as data and feature set. In the CA simula-
tion, it will be shown how individual cells depend on
GDNEF as a steady-state function through the model.
This model uses the cellular Potts model (CPM) to
encourage neighboring nodes to carry the same la-
bel [41]. Biological features are RET signaling, mes-
enchyme, anisotropic, and chemotaxis [25, 36]. The
model is an extended form of a CA model [25] to
which the features RET signaling and mesenchyme
have been added, and offers a suitable imitation of
the biological model. It works on a rectangular Eu-
clidean lattice in which each cell is represented as a
subset of lattice sites. CPM is a generalization of the
Ising model for multiple discrete states that is useful
for some phenomena such as cell migration, cluster-
ing, and cell branch growth [9, #41]] as well as volume
and surface constraints [3].

2.1 BOC Model

The illustration in Fig. [l| shows two paths “function”
and “action” in order to reach CA. In the function
path, a differential equation is solved and the re-
sults known as dimensionless GDNF concentration
are used in the algorithms. In the action path, the
computational process is given by algorithms for use
in the simulation (Sect. R.3)). The CA algorithms use
probabilities F,,, and P,; to determine cell movement
and cell division, respectively. Dimensionless GDNF
concentration g is involved which will be detailled in
Sect. R.3. In the model, the input data sets are biolog-
ical images and require image processing techniques
which are described next.
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Fig. 1: The branch of class (BOC) model has a sim-
ulation part and CA output. The simulation features
are GDNF, RET signaling, mesenchyme, anisotropic,
and chemotaxis. The data set is given by biological
images of kidney branching growth, also m and cd
are considered as cell movement and cell division, re-
spectively. DC refers to dimensionless concentration.

2.2 Data Set and Image Processing

Dynamic branching occurs in ex-vivo to evaluate the
role of Etv4 in UB tip cell behavior, and the role of
the RET/Etv4 pathway is provided in UB cell behav-
ior during branch morphogenesis [36]. E11.5 (Em-
bryonic day 11.5) kidneys were cultured and time-
lapse imaged by fluorescence microscopy. Kidney
dissected and stained with a specific antibody from a
transgenic embryo at E11.5 verifying the expression
of green fluorescent protein (GFP) signal throughout
the UB from Hoxb7/CreGFP. Kidneys were cultured
and two-dimensional (2D) images in which the iden-
tity of each cell in a labeled clone has marked a re-
lated video (S1 Movie in [36]) from 0 to 59 h. SI
movies are intended as experimental data, and two-
dimensional anatomical images can also be used.
Video has been processed to extract some charac-
teristics such as total cells, number of epithelial cells
(ECs), terminal cells of the branch, and number of
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2- EC area

1- Raw image 3- branch skeleton

number of branch
points: 1024

number of ECs:
8444

number of total cells
in panel: 40000

Fig. 2: The image processing workflow includes a
raw image of the video in step 1, the extracted ep-
ithelial cell (EC) in step 2, and the branch skeleton
extracted in step 3.

branch cells. It provides experimental data that two
samples are sufficient to establish the model. Image
processing and data analyses have been done by using
Matlab. Raw images were extracted at a specific time
from the video that are taken as experimental data. EC
region and branch skeleton extracted from the raw im-
ages are used for the distribution surface and the ter-
minal cells of the branch (Fig. B). Branch skeletons
and terminal cells are performed by the “bwmorph”
function in Matlab [4]. This function also provides
suitable binary and morphological operators such as
“endpoints”, “majority”, “skeleton” and “thin”.

EC area is monitored as a measure of the change
in the number of compatible cells for comparison with
experimental data. Comparisons with similar simula-
tion models as well as the similarity of our CA model
with its biological prototype are made over time. The
position of all ECs is considered in the overtime sim-
ulation, so a differential equation based on the time
needs to be solved as described in the following sec-
tion.

2.3 CA Model and Algorithms
A two-dimensional CA is considered in which the in-
dividual behavior of ECs depends on the location of
neighbors, the local concentration of GDNF, and as-
sociation with the nodes in the lattice (Fig. ). Indi-
vidual behavior of the ECs includes speed, direction,
distribution, and consumption of the GDNF. Interac-
tions between cells are based on repeated rules, and
behavior can be observed in this way. In the process,
equations are used for cellular stimulation that lead to
the reproduction of the main features of morphogen-
esis. The ECs capture a square surface as a domain
into N x N with equal-spaced lattice cells. Either the
EC or the extracellular matrix (ECM) occupies each
square lattice. The ECs mass is considered in the cen-
ter of the domain, and the ECM occupies all other sites
at t=0.

GDNF diffusion coefficient has a 2D reaction-
diffusion equation for morphogens [24, #44]. The
quasi-steady state approximation in the two-
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Fig. 3: 2D lattice model with vorn Neumann neigh-
borhood is shown as UGM. Black cells are ECs and
the remaining cells are empty. Above cy and c3 are
interior cells, ¢ is a border cell, and ¢; and ¢4 empty
marginal cells.
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Fig. 4: GDNF level ¢ for images with dimension
200 x 200. The letter “g” is dimensionless GDNF
concentration.

dimensional reaction-diffusion equation Eq. ([l}) [25]
is considered. For this, the distribution of the GDNF
is G(z,y,t), where (z,y) is the grid point and ¢
denotes time:

oG

~ 0= DgV?G — ¥,
ot G G

(1
where D¢ is the assumed-constant diffusion coeffi-
cient for GDNF, the local rate of GDNF consump-
tion @ is Ko G(x,y, t) (with rate parameter K¢ ) for
t # 0 and is 0 for ECM (at ¢ = 0), and G denotes

G(z,y,t).
Eq. ([I]) is solved using the partial differential equa-
tion (PDE) for spatial parameters z; = 7,y = }

with image length L, where dimensionless GDNF
concentration 0 < g < 1, dimensionless diffusion co-
efficient dg, and dimensionless GDNF uptake term ¢,
are provided [25]. This equation is solved for our im-
age data set at the given time step (Fig M) and uses di-
mensionless GDNF concentration g in the algorithms
(Algs. [IlHg). The CA model and finite difference plan
are performed on the same separate lattice, so the local
GDNF level is considered for updating the rules and
its value is at the same lattice point in which the cell is
located. Location and rate of GDNF uptake affect the
evolution of the GDNF field and this field also influ-
ences the movement and behavior of the ECs; dimen-
sionless diffusion coefficient is considered at constant
value d, = 0.005 (Fig. f).
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In this model, there are two “actions” m and cd
known as cell movement and cell division, respec-
tively (Fig. [l). Cellular individuals follow this simple
rule that cells either move (m) or perform cell division
(cd) (Alg. [Il). Tt is assumed that cell death is negligible
due to the results of preceded experiments [20, 25].
The algorithm starts by solving the reaction-diffusion
equation as shown above for the current EC locations.
A random permutation list is used for cell indicators
and updates. In the update method, if a cell has empty
neighborhood sites (Fig. ), it is decided to suggest
an event m or cd to one of the empty locations. The
local concentration of GDNF leads to determine the
proposed “action” and is performed in the empty site.

The proposed action is then determined to perform
the m or cd event into one of the empty marginal
cells. Border cells are considered here as epithelial
(black) cells located in the center of the von Neumann
neighborhood that have at least one empty neighbor
known as marginal cells (Fig. f). Mesenchyme and
RET signal algorithms (Algs. § and f) using neighbor-
ing the EC (black) sites around the border cells lead
to decisions on the Anisotropic (Alg. f) or Chemo-
taxis (Alg. ). The local GDNF concentration in the
kernel algorithm (Alg. P) determine whether the pro-
posed action, if any, takes place in an empty cell.

Alg. [I| determines whether four adjacent sites in
the von Neumann neighborhood (up, down, left, and
right) are empty. If so, the “action” for empty cells
is performed, which occurs for a move with probabil-
ity P, or for a cell division with probability 1 — P,,,.
Probability P, is independent of GDNF and is taken
to suggest the “action” that may not be performed.
Movement (m) is always done, but the cell division
(cd) depends on the local level of the GDNF concen-
tration (kernel-simulation algorithm). In Alg. [}, the
quantity P, is the probability of cell division into co-
ordinate (z;, y;) at time ¢, which comes from the cellu-
lar calculations and the Gaussian distribution function
(Algs. Bl and f). In Eq. (), the quantity P.; known
as the energy function is actually the probability of
cell division in the location (z;,y;) at time ¢. For
each location at time ¢, there are the local GDNF level
g(xy, yi,t), the border cell z (ECs area), and the local
GDNEF level g, (x;,y;,t) in the border cell, denoted
by g, z, and g, respectively (Fig. ).

In Eq. (), the algorithms [ and } need to be per-
formed in advance. Mesenchyme action in Alg. [ i
responsible for the computation of empty cells out-
side the epithelial cells (ECs). RET signaling action in
Alg. His used for computing the Gaussian in N (0, 1),
and ¢(.) is the PDF with mean p 0 and stan-
dard deviation 0 = 1 (write p(.|u = 0,0 = 1)).
In these algorithms, the branching skeleton is taken
to extract the variables such as the skeleton endpoint
(Sect. P.2) known as a terminal cell (t¢). The vari-
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Algorithm 1 Pseudocode for the CA Model

Require: Solve Eq. ([l]) to obtain g which is refers to
“dimensionless GDNF concentration”
Ensure: Create C as a random permuted list of cells
for each cell in C do
if margin cell has empty von Neumann neighbor-

hood then

generate random number u; € (0, 1)

/laction € {m,cd} (Fig.[l)

if P, > u, then
action = m

else
action = cd
end if
do kernel-simulation (action)
else
action = null
end if
end for

Algorithm 2 Pseudocode kernel-simulation

function Kernel-simulation (action)
if action = cd
do Mesenchyme Action
do RET signaling_Action
/loret(.) is in the RET signaling Action
/g and d4 are in the Mesenchyme_Action

Pcd = S0T6t<m) + 9z (2)

/I dps 1s maximum distance (Fig. B)
if g < P.qgand dy < dps then
do Anisotropic_Action

end if

else
do Chemotaxis_Action

end if

end function

Algorithm 3 Pseudocode Mesenchyme Action

function Mesenchyme-Signaling_Action

// Energy center is C'g, and move function displaces
terminal cell ¢c as much as mvG which is move
growth (Fig. [)

Cg = Move(tc, mvQ)

/I 0 is the angle of cell to the C'r center with the
skeleton line
calculate 0, for g

/' gz is related to g on the EC border
select g, on the border of EC using 0

/I dg is the distance g from Cg
calculate d,; from the energy center
end function
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Algorithm 4 Pseudocode RET signaling_Action

function RET signaling Action
// RET-Signaling angle is 0., so 0, is the angle x to
the C'r center
// Variable = resembles the x-axis at the bounder
points in EC, and RET thickness on the EC border
is tck (Fig. B)
// Cell on the EC border is x, and G is the growth
rate

if (|02 < (Orer —tck)) or

(16z] > (Oret + tck)) then

Oret(x) =rG - p(x|p=0,0 = 1)

=G - (= exp(—1a?)
else

Gret(r) =1G - p(z|p = 0,0 = 1)

1
end if

/' ¢(.) refers to the Gaussian distributionPDF
end function

Algorithm 5 Pseudocode Anisotropic_Action
function Anisotropic_Action

// Probability P; for T, and grid point ¢ out of £ empty
neighboring sites.

exp( 72 9i)

k
Zj:l exp(ﬁgj)
1<k<4 and 1<i<k

P =

3

Place offspring cell into 4 [25]
end function

Algorithm 6 Pseudocode Chemotaxis_Action
function Chemotaxis Action

// Probability P; for T, and grid point ¢ out of k£ empty
neighboring sites.

exp( 7 9i)

k
Zj:l eXp(ﬁgj)
1<k<4 and 1<i<k

P =

“)

Move cell into site 7 [25]
end function
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Fig. 5: Energy center (CFg), terminal cell (tc), angle
cell (6 for each cell and 0,..; for RET movement vec-
tor), border cell (x and g,.), and distance g from Cg
(dg), maximum distance from Cg (dj7), move growth
(mvG), growth rate (rG), and RET thickness (tck) are
shown.

ables used in the procedures are illustrated in Fig. .
Terminal center tc plays a key role and involves the
variables growth rate G, angles g and 6,..;, and en-
ergy center Cg. Growth rate rG > 0 controls the
rate of branching development, while angle 6,..; and
the thickness tck determine the sensitivity to local
GDNF level g (Alg. H). In the absence of quantity G
(rG = 0), epithelial cells do not divide.

When the “action” for each cell is set to m or cd,
it is decided which of the empty neighbors at the grid
point will be proliferated by the final action. Ifthere is
more than one empty grid point, the GDNF level leads
to select bias on the neighboring sites. Mesenchyme,
RET signaling, and anisotropic actions (Algs. B-5) re-
fer to the process of cell division and chemotaxis ac-
tion (Alg. ) is related to the movement process. In
Eqs. (B-H), the probability P; known as Gibbs mea-
sure selects an empty neighboring cell ¢ given by the
related equation, where K is a universal constant. In
the equations, the quantities 7}, and 7, are the temper-
ature parameters for the chemotaxis and anisotropic
algorithms that control the selection sensitivity for the
local GDNF concentration g;. These algorithms are
carried out by using MATLAB (Octave).

3 Results

Simulations will be performed for our CA model and
a comparison with an existing model will be made.

3.1 Implementation

CA simulation model generates branch patterns simi-
lar to the ex-vivo kidney explant from the image data
set. Raw images are selected from the data set [34]
as sample inputs using image processing to extract
the EC area (Sect. R.2). Standard panel size is con-
sidered 200 by 200 for processing and the dimension-
less GDNF concentration g is calculated for the image
data base. CA simulation model requires the param-
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eter set 0 = (Oyet, tck, rG, dys, Py, mvG) for imple-
mentation. These parameters are RET signaling angle
0ret, RET thickness on the EC border tck, growth rate
rG, maximum distance dj;, probability of cell move-
ment P,,, and growth move mvG. The process is il-
lustrated in Fig. [§. Our model is used to survey the
contribution of cell proliferation based on the param-
eter set for kidney branching. Cell proliferation does
not occur in the absence of growth rate v, maximum
distance djs, and probability P,, parameters.

Input Input
Parameter set
0 = (Oret, tck, rG,

d]y[, Pm, va)

Image data set
from video

~

Image processing

EC area (Bulk)
Branch skeleton

~

Computation

GDNF
concentration g

N

Implementation

Algorithms 1-6
CA Simulation Model

~

Output

Simulated Image
kidney branching

Fig. 6: Processing using input algorithms. One itera-
tion with schematic inputs based on image processing
and CA simulation model.

In view of hyperparameter tuning, Iterated Local
Search (ILS) [[l, BQ] is employed, which is a random-
ized local search method suitable for tuning the pa-
rameters used in the algorithms. For this, all parame-
ters are tested for performance within a certain range
by changing one parameter value at a time. CA sim-
ulation model is iterated 1000 times for any growth
time (Fig. ) and the top 5% with the smallest dis-
tance from normalized area is accepted to compose
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(A: real)
video

(B: sim)

EC area simulation  EC area

& &

4‘4‘5

skeleton skeleton

b
<N
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Growth time

Fig. 7: Comparison of branching patterns related to
(A) ex-vivo data set as real and (B) common simu-
lations of our CA model as sim. Image processing
techniques (Sect. R.2) are applied to extract the ma-
jor shape from the EC areas (center panel) and then
to produce the center axis skeletons (right panel).The
parameter sets are shown in Tab. [Il.

approximate posterior samples. The normalized area
is obtained by dividing the number of common cells
in both the simulation and biological images by the to-
tal number of simulation cells. Hu moment distance
(Sect. B.2) relates simulation and biological model
and so provides another criterion for determining the
parameters. This measure leads to a similar result
in Tab. [I. There is the marginal distribution in the
ILS for the parameter set at each growth time, so the
high density (mode) parameters of each time are il-
lustrated in the table. In this figure, the posterior dis-
tribution of the parameter set summarizes the uncer-
tainty values in the BayesianTools library function of
the R language and is a report for the growth time of
E12.0. ILS is performed for other growth times to
obtain the parameter set, whose results are summa-
rized in Tab. [Il. Distribution of the parameters were
chosen because the simulation results show that the
range of the parameters is likely to reach the EC area
and the branch skeleton to the real explants. All pa-
rameters except the parameter set are kept fixed in the
table. The CA simulation model is performed on a
corresponding parameter set that is more consistent
with the experimental data. Compatibility for skele-
tons and EC areas is presented in Sect. as well as
a comparison with another model in [23].

CA simulation results are shown in Figs. [] and §
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(A: real) (B: sim)

simulation EC area skeleton
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Fig. 8: Comparison of branching patterns related to
(A) sample data as real and (B) common simulations
of our CA model as sim. Image processmg techniques
(Sect. .2) are applied to produce the axis skeleton.
Parameter sets are shown in Tab. [I|.

skeleton

Growth time
/
—

for both ex-vivo data and data samples, respectively.
The simulation model reveals that the branching pat-
terns are similar to the specimens identified (Sect. 3.2)
in the ex-vivo kidney explant data set [3€]. In these
figures, the results of common simulation results are
compared with the experimental data collected at six
growth times. The simulation has significant branch-
ing features: the branches are located at both ends of
the buds and the secondary branches are followed at
the tips of the branches. Simulation explants also cre-
ate branch events in which two branches emerge from
a single tip, events that occur in a growing kidney.
CA model takes approximately 10 seconds to gen-
erate a single-branch simulation on a desktop com-
puter (Intel (R) Core (TM) 15-7200U CPU, 2.70 GHz,
8GB RAM).

3.2 Model Comparison

Comparison of CA simulation model called model 1
with the experimental image data (Sect. R.J) is con-
ducted by calculating the compatibility of the results
in Fig. [ using a matching function. This procedure is
also performed for the agent-based model [25] called
model II with the same data set at the corresponding
times in Fig. [|. In these figures, the experimental data
in (A) and the models’ results in (B) are shown at
the growth times E11.5 to E14.0. In each model, two
columns of EC area (real and simulated) are compared
for each growth time as well as two skeleton columns
(real and simulated). Compatibility and distance be-
tween the two images are computed using Hu mo-
ments.

Hu moment invariants are a set of seven numbers
calculated by central moments that are invariant un-
der image transformations. The first six moments are
proven to be invariant under translation, scale, rota-
tion, and reflection, while the sign of the seventh mo-
ment changes under reflection of the image [45, #47].
Computation of the Hu moments of the images is
shown in Figs. [ and @ making use of the HuMo-
ments() function in OpenCV. Since the data are white
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Summary of parameter values

Par Des By [E,.1 EI20 EI25 EI30 EI35 EI40
L 1 200 200 200 200 200 200 200
dg 20005 0005 0005 0005 0.005 0.005 0005
Joo 3 1 1 1 1 1 1 1
Ore: 4 9144 1321 12311  84.18 9342 9504  97.44
tek 5 835 1.28 2.29 649 495 529 267
rG 6 072 058 0.55 069 079 071 091
dar 7 6831 6603 5941 2262 2960 17.06  21.09
P, 8 087 058 0.67 083 068 079 089
mvG 9 162 881 1.97 280 159 410 081
T, 0 2 2 2 2 2 2 2
T, 1 2 2 2 2 2 2 2
K 21 1 1 1 1 1 1

Table 1: Summary of parameter values used in the
simulations. Parameter values correspond to Figs. f]
and § with different growth times. Parameters are
expressed in the Par column. Description of each
parameter in the Des column are (1) domain width
and height (cell diameters), (2) dimensionless diffu-
sion coefficient, (3) dimensionless diffusion GDNF at
boundaries, (4) RET signalling angle, (5) RET thick-
ness on the EC boder, (6) growth rate, (7) maxi-
mum distance for growth, (8) probability of selecting
move vs division, (9) growth movement of the energy
center, (10) anisotropic temperature, (11) chemotaxis
temperature, and (12) universal constant.

shapes on a black background, the grayscale images
are thresholded to binary. In Tabs.g@ and B, the log
transform H; = —sign(h;)log|h;| is utilized to es-
tablish Hu moments h;, ¢ = 1, ..., 7, for all images in
the figures separately in the growth times.

Distance between two images (real and simu-
lated) is computed using Hu moments. When the
distance between the real and the simulated images
is small, the images are close in appearance; oth-
erwise, the images are farther away [47]. Function
“matchShapes” provided by OpenCV captures two
images (contours) and calculates their distance using
Hu moments [16, 45, 47]. There are four types
of distance methods: CONTOURS-MATCH-II,
CONTOURS-MATCH-12, CONTOURS-MATCH-
13, and Euclidean distance using Eqs. (5-8), known
as distances 1 to 4, respectively. Let A and B be
two images as input for the distance d(A, B), and
H Z-A and HP be the i" log-transformed Hu moments
for the corresponding images, respectively. Distance
methods 1 to 4 are defined as follows:

7

1 1
di(A,B)=> |-~ —5| (5)
o HE O H
7
do(A,B) =Y |H{ — H|, (6)
=1
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Fig. 9: Comparison of branching patterns related
to (A) ex-vivo data set (real) and (B) simulation by
CA model (sim) [25]. Image processing techniques
(Sect. 2.2) are applied to extract the major shape from
the EC areas (center panel) and then to produce the
center axis skeletons (right panel). The values of the
parameters for generating the simulations are taken
from Table S1 in [25].

7
- H - HE
dg(A,B)—; AL (7
7
di(A,B) = \| > (HA = HE)'. (8
=1

Comparison using these four Hu moments for both
image types (real and simulated) in each growth phase
(Figs. [1and é) is exhibited in Tabs. d and . The com-
mon features of these two tables are summarized in
the following. First, the growth times are the same
in both tables. Second, there are epithelium area and
skeleton in both. Third, different methods of Hu mo-
ment distance d; to d4 are calculated. Finally, the
input images of the biological model are the same
for both simulations, which are presented in the ta-
bles as the RI (real image) column. In fact, the con-
ditions for calculating the distances are the same in
the two simulation models. Tabs. f and [§ also rep-
resent the distance for model I (our simulation) and
model II [25], respectively. However, Hu moment
distance in Tab. } is much smaller than in Tab. §, and
this is also exhibited in Fig. [LJ for different meth-
ods in epithelium and skeleton. When the distance
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Hu moments for the EC areas in models I and 11

GT EI H; Ho> H3 Hy Hsy Hg Hr

o RI 2.8963 69294 10.2336 11.7921 -22.866 15.2569 23.1108
sl 29398 6.7984 9.9641 11.2995 22.1770 14.7748 -22.016
M52 29945 6.6933 10.0742 11.3656 -22.326 -14.884 -22.172
«~ RI 2887 7.5091 9.7105 11.271 -21.781 -15.228 -22.290
o sl 29205 6.8602 9.6221 11365 22.3747 14.9676 -21.879
Hoos2 0 3.0045 69363 10.0410 11.3545 -22.456 -14.890 -22.089
o RI 2.8258 7.8580 9.6606 10.3524 20.6435 14.293 20.4272
«© sl 29271 7.1105 9.6233 11.232  21.6653 15.7541 -22.453
Mos2 3.0277 7.1832 10.0370 11.4971 -22.569 -15.103 -22.325
w RI 28643 8.5220 9.7031 10.5788 -20.949 -14.883 20.8122
@ sl 29338 7.1997 9.7071 11.5025 22.2252 -15.340 22.2966
M52 3.0622 7.3921 10.2032 11.7532 -22.857 -15.465 -22.909
o RI 28998 79151 9.7552 11.0457 -21.565 -15.191 21.6334
X sl 29389 7.2914 9.7330 11.8040 -22.911 -15.456 22.6238
M52 31033 7.5505 103146 12.0246 -23.207 -15.841 -23.806
Table 2: Calculated values of the log transform

Hu moments H; to Hy for the images related to the
EC areas. At each growth time (E12.0, E12.5, E13.0,
E13.5, and E14.0), there are three rows, which are real
image (RI), simulation 1 (s1), and simulation 2 (s2).
The real EC area corresponds to the first panel (A) of
Figs. [] or B. Simulations 1 and 2 are the simulations
in models 1 and 2 of the EC area images from the
second panel (B) of Figs. [ and [, respectively. At
growth time E11.5, due to the uniformity of the im-
ages in these figures, the repetitive Hu moments are
eliminated (Tabs. f-). GT and EI are growth time
and EC area images, respectively.

is small, the images (real and simulated) are close
in appearance [|16, 47]. Therefore, our CA simula-
tion model known as model I is visually closer to
the ex-vivo model than the existing model II. This
superiority for the EC and skeleton is illustrated in
Fig. [0, which indicates that the model I imitates kid-
ney branching with higher precision than the other
one; blue area of the figure in model I is much smaller
than red area in model II.

First three distances d; to ds behave similarly be-
cause they have the same amplitude of change, while
the Euclidean distance d4 has different behavior be-
cause the amplitude of the changes is quite different
from the first three. The reason is the range of the
domain of the distances (Fig. [1()). Hu moments and
distances were calculated using the OpenCV module
in Python.

4 Discussion

An extention of mathematical model of Lambert et
al. [25] for the simulation of branching morphogene-
sis in growing kidney has been presented. This model
makes use of knowledge of different branching sys-
tems [28, 29, 36, #1]] and is the first model to propose
renal morphogenesis based on the BOC model. The
model also provides a suitable imitation of the bio-
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Hu moments for the skeletons in models I and 11

GT SI H1 Hz H3 H4 H5 H6 H7

o RI 15496 43775 59394 6.8443 -13.293 -9.452 -13.552
sl 1.5603 42974 6.4778 6.6681 14.0738 8.8265 -13.245
M2 16231 4.1797 53151 6.5288 -12.657 -10.088 12.5566
«w RI 14995 4.1124 6.1077 8.1805 -15.413 10.2760 -15.562
o sl 1.5416 4.0644 53111 7.3184 13.8652 9.8121 -13.724
Hos2 1.6409 4.1378 6.0548 7.2123 -13.897 -9.319 -14.182
o RI 14765 42041 55228 69069 13.1288  9.1046  13.8701
sl 15613 42775 55758 73414 13.9441  -9.8548  13.9571
B2 16288 427092 5.5523 7.2869 -14.558  -10.216  13.7109
v« RI 15310 4.8110 57900 6.8678 13.6545 9.3362 13.2248
© sl 1.5879 4.5458 5.6477 7.0888 -13.543 -9.7042 -13.698
M52 1.6674 4.0245 6.0351 7.9377 14.9778 10.0320 15.2540
o RI 15483 47315 56331 6.6425 12.9246 9.0232 12.9373
X sl 1.6078 4.7114 5.6672 6.9133 13.2561 9.5487 -13.537
M2 17137 44499 55329 6.5525 12.7976 8.8852 12.7039
Table 3: Calculated values of the log transform

Hu moments H; to Hy for the images related to the
skeletons. At each growth time (E12.0, E12.5, E13.0,
E13.5, and E14.0), there are three rows, which are real
image (RI), simulation 1 (s1), and simulation 2 (s2).
The real skeleton corresponds to the first panel (A) of
Figs.[]orP. Simulations 1 and 2 are the simulations in
models 1 and 2 of skeleton from the second panel (B)
of Figs. [] and [, respectively. At growth time E11.5,
due to the uniformity of the images in these figures,
the repetitive Hu moments are eliminated (Tabs. #-5).
GT and SI are growth time and skeleton images, re-
spectively.

logical model. An important advantage of the pre-
sented approach is that unlike other methods [28, 46]
the process works at cell level. Cell resolution is es-
pecially important in determining the concentration
threshold of growth factors at which branching oc-
curs. The presented CA simulation model framework
allows the description of cells based on tissue mor-
phogenesis. New biophysical mechanisms and sig-
naling pathways can be added to the proposed model
which have the possibility to extend to different tis-
sues by distinct types of branching and growth.

There are differences between the dynamics of
branching that occurs ex vivo and in vivo [39]. Thus
care should be taken when extracting the data image
from the former to the latter state. Here, the focus lies
on an ex-vivo model due to the availability of newly
released image data [3€]. CA simulation model is also
presented in 2D and receives its features from this sys-
tem, which is computationally more tractable than 3D
simulation. In fact, there will be significant barriers
to 3D computing as its topology requires more details
than 2D. Thus different mechanisms with more fea-
tures must be taken into account to update the cell
states. The presented simulation model uses the dif-
fusion of growth factors [[10] which is sufficient for
2D data sets, while the growth factors need to be up-
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Matching distance methods in model I
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Matching distance methods in model II

Time RI SI di do ds dy Time RI SI dq do ds dg
Ell.5 0.0 0.0 0.0 0.0 El11.5 0.0 0.0 0.0 0.0
3 3
.‘—SEIZ.O 0.0051 0.0435 0.0150 63.764 % E12.0 0.0113  0.0982 0.0339  54.402
£ E
©n ‘B
= El12.5 0.0039  0.0334 0.0115 53.499 é E12.5 0.0135  0.1174  0.0406  1.0330
< <
TQEB.O 0.0122  0.1010 0.0357 42932 § E13.0 E 0.0235 0.2018 0.0714  67.537
= =
3 - 2 —
© EI3.5 0.0082  0.0694 0.0242 43.233 o EI3S5 E 0.0225 0.1978 0.0691  43.801
< <
Q Q
= E14.0 0.0045 0.0391 0.0134 1.9566 M E14.0 E 0.0226  0.2035 0.0702  45.490
_ ElLs5 0.0 0.0 0.0 0.0 _ ElLs 0.0 0.0 0.0 0.0
e} =
[ (9]
s 5]
'—E'EIZ.O 0.0086  0.0906 0.0182 32917 é E12.0 0.0400 0.2712 0.0474  26.135
—§E12.5 0.0210  0.0900  0.0280  29.363 éEllS 0.0589  0.1668 0.0942  19.726
< <
§El3.0 0.0408 0.1582 0.0574 18.982 §E13.0 0.0670  0.2191  0.1031  33.765
z z
% E13.5 @ 0.0355 0.3222  0.0551 42.746 % E13.5 0.0940 0.9229 0.1634  2.8626
g 2
©»2 El14.0 % 0.0247  0.0795 0.0384  26.483 ©»2 El14.0 0.0757  0.4469 0.1068  0.4630

Table 4: Comparison is based on four Hu moments
distance methods dj to d4. The real and the corre-
sponding simulated images (at each growth time) are
two inputs for the match function. Calculation for the
epithelium EC areas and skeletons is performed in our
CA simulation model (Fig. [), which is specified in
the vertical column description. RI and SI are real
images and simulated images, respectively.

dated for the 3D simulation model. The 2D model
allows us to study complex mechanisms in a simpler
geometric environment before entering 3D dynamics.
These details has led to the development of a suit-
able simulation model that significantly mimics its bi-
ological model and is superior to the model of Lam-
bert et al. [25]. Models in dynamic 3D space for tu-
mors [[19], fusion of deep learning features [|L7] and
optimization in the simulation model, new distance
methods [|15] to monitor biological growth, methods
such as AABC and ABCDP [[7, 32] are based on ap-
proximate Bayesian computation for estimating pa-
rameters, and more complex hybrid parameters and
branching models for other tissues known in organo-
genesis require further investigation in the future.
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